Combating microbial resistance to antimicrobial agents through dosing regimen optimization

Michael Nikolaou
Chemical and Biomolecular Engineering Department
University of Houston
Houston, TX 77204-4004
nikolaou@uh.edu

Vincent H. Tam
Department of Clinical Sciences & Administration
University of Houston College of Pharmacy
Houston, TX 77030
vhtam@central.uh.edu
Abstract

Microbial resistance to antimicrobial agents has evolved to alarming proportions. To avert potentially catastrophic consequences for public health, a concerted effort is necessary. It should include, among other elements, the development of methods that can optimize the clinical use of existing agents and accelerate the development of new ones. For both tasks, the design of effective dosing regimens that suppress the emergence and proliferation of resistant microbial populations is crucial. In this chapter we provide a comprehensive presentation of our recent theoretical and experimental work on a mathematical modeling framework that can be used to optimize the design of such dosing regimens. Suggestions for future work are made.
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1. **Antimicrobial resistance and the need to optimize dosing regimens**

Microbial resistance to antimicrobial agents ("antimicrobial resistance") has reached alarming proportions. Repeated warnings are recently heard from concerned scientists about bacterial wars, new plagues, worldwide calamities, new apocalypses, and the risk of returning to the pre-antibiotics era (Cohen, 1992; Neu, 1992; Gold and Moellering, 1996; Levy, 1998; Drlica, 2001; Landman et al., 2002; Varaldo, 2002; Levy and Marshall, 2004; Morens et al., 2004). The enormity of the problem has not escaped the attention of popular press (Di Justo, 2005; Comarow, 2006; Silberman, 2007). According to the U.S. Food and Drug Administration (FDA) “addressing the issue of antimicrobial resistance is one of the most urgent priorities in the fields of public health today” (Food and Drug Administration, 2006). To avert potentially catastrophic consequences of antimicrobial resistance, a concerted effort on many fronts is necessary. It should include, among other elements, the development of methods that can (a) optimize the clinical use of existing agents and (b) accelerate the development of new agents. For both tasks, tools guiding the design of dosing regimens that suppress the emergence and/or proliferation of resistant microbial populations can make a significant impact. Such design tools should maximize the killing effect of agents (or combinations of agents) on heterogeneous microbial populations (composed of microbial subpopulations of varying susceptibility/resistance to the agent(s)) while avoiding toxicity problems for host organisms. The importance of dosing regimen design for clinical use has been emphasized repeatedly (Bonhoeffer et al., 1997; Lipsitch and Levin, 1997; Lipsitch et al., 2000; Chait et al., 2007). Beyond the obvious therapeutic benefits that better design of clinical dosing regimens would have for existing antimicrobial agents, by prolonging their efficacy through maintenance of their microbial killing
effectiveness, better dosing regimen design would also make the development of new agents more attractive, by promising a longer effective period of use for a developed agent. This promise could help make antimicrobial agent development more attractive for potential developers, hopefully contributing to a welcome reversal of the dire downward trend of newly FDA approved antimicrobial agents over the last two decades (Spellberg et al., 2004).

Furthermore, tools for dosing regimen design would help to directly accelerate the antimicrobial agent development process. Indeed, when developing new agents, emphasis is traditionally placed on discovering new agent candidates. As crucial as this step may be, a long (multi-year) development period ensues, until an agent is fully developed (Drusano et al., 2006). During that period of development it is common that only a few dosing regimens are empirically tested, because of the very large number of experiments required for exhaustive testing (Sidebar 2). This practice limits our ability to realize the clinical potential of agents, either through premature abandonment of promising candidates or through inadvertent pursuit of dead ends. The critical role of selecting the right dosing regimen was dramatically exemplified in the case of daptomycin, for which selection of the right dosing regimen alone was the key

**Sidebar 2 – Example of dosing regimen testing**

To evaluate 6 daily doses (e.g., 0.5, 1, 2, 4, 6 and 8 g), 4 dosing frequencies (e.g., every 6, 8, 12 or 24 hours), 4 intravenous dosing administrations (e.g., intermittent infusion of 0.5, 1, 2 hours and continuous infusion over 24 hours) and 3 durations of treatment (e.g., 5, 10, 14 days) would require investigation of 288 (6×4×4×3) regimens for a single candidate. Reduction by, e.g., an order of magnitude would have obvious implications.

**Sidebar 1 – Importance of dosing regimens: The daptomycin case**

Daptomycin (Cubicin®, Cubist Pharmaceuticals) (UCSF, 2006) was initially under development in the 1970s with an 8-hour dosing interval. Its development was abandoned in the early 1980s due to an intolerable adverse effect (muscle toxicity). However, after understanding its exposure-related killing properties and toxicity, redevelopment began in the 1990s, to finally reach FDA approval for clinical use in 2003. The key factor for FDA approval was use of a once-daily and weight-based dosing regimen. This discovery was deemed so non-obvious and important as to be awarded a patent (Oleson et al., 2005).
differentiating factor between abandoning development in early 1980s and eventually securing FDA approval in 2003 (Sidebar 1).

The preceding discussion should make clear the value of methods that can guide the design of effective dosing regimens for combating antimicrobial resistance. In this chapter we provide a comprehensive presentation of a recent mathematical modeling framework (Nikolaou and Tam, 2006; Nikolaou et al., 2007) that can be used to optimize the design of such dosing regimens. Experimental in vitro validation on *Pseudomonas aeruginosa*, an important bacterial pathogen (Sidebar 3) is presented. However, we want to emphasize at the outset that the proposed modeling approach could be extrapolated to a variety of antimicrobial agents (e.g., antibacterials, antifungals and antivirals) with different mechanisms of action, as well as to other pathogens (e.g., *HIV*, *tuberculosis*, *anthrax* and *avian influenza*) with different biological characteristics (Gumbo et al., 2004; Tam et al., 2005). In addition, the proposed mathematical framework could also be extended for use in cancer chemotherapy, by accounting for heterogeneities of cancerous cell populations (Dua et al., 2005).

In the rest of this chapter we provide a background for our work, present our findings, and conclude with suggestions for further development.

**Sidebar 3 – *Pseudomonas aeruginosa***

*P. aeruginosa* is associated with serious nosocomial infections such as pneumonia and sepsis. It exploits multiple mechanisms of resistance to various antimicrobial agents (such as efflux pumps, β-lactamases production, porin channel deletion, multi-functional group transferases, and target site mutation) (Livermore, 2002). Some of the mechanisms of resistance are highly specific to one agent, while others affect a broad spectrum of antimicrobial agents, and confer different levels of resistance. Resistance to first-line agents (such as β-lactams and fluoroquinolones) has been reported and is becoming more prevalent (Landman et al., 2002; Neuhauser et al., 2003). There are very few agents in the advanced stage of development designed to target multi-drug resistant Gram-negative bacteria, and none is expected to be available for clinical use in the next decade. Therefore, the need to develop antimicrobial agents against *P. aeruginosa* is imperative (Talbot et al., 2006).
2. Background

2.1. Pharmacodynamic indices and their limitations

Because the complex pharmacodynamic interaction between an antimicrobial agent and a microbial population defies detailed first-principles modeling, surrogate pharmacodynamic indices, such as the minimum inhibitory concentration (MIC) (Figure 1) are used to guide empirical testing of dosing regimens (e.g., Andes and Craig, 1998; Louie et al., 1998; Nicolau et al., 2000; Louie et al., 2001; Tam et al., 2002; Dandekar et al., 2003; Andes et al., 2004; Maglio et al., 2004; Miyazaki et al., 2004). This can be problematic. For example, according to the standard definition of MIC and related surrogate pharmacodynamic indices, the two populations in Figure 1 would correspond to the same MIC (there is no visible growth at exactly 24 hours) although they are otherwise clearly different: The second population could well grow beyond 24 hours whereas the first would probably not.

Along the same lines, a dosing regimen maintaining agent concentration above MIC would not necessarily guarantee eventual eradication of the entire population, as argued in Figure 4. This is because inhibition of population growth at 24 hours leaves the possibility that a small resistant subpopulation of no appreciable size during the first 24 hours may well grow afterwards. MIC lumps all dynamic information of a time-kill experiment into a single point. Consequently,
methods that make use of all available (dynamic) information from time-kill experiments would be preferable. This realization, in turn, raises the question “How is such dynamic information captured and used?” We address this question in the next section.

Figure 2. Example of a clinically relevant dosing regimen. Periodic injection of agent every \( T \) time units and its subsequent elimination result in a jump-decay periodic pattern \( (C(t) = C_{\text{max}} 2^{-t/T} = C_{\text{max}} e^{-t/\tau}, 0 \leq t < T ; C(t+T) = C(t)) \) according to typical pharmacokinetics in humans.

Figure 3. In vitro hollow-fiber infection model (Bilello et al., 1994) is a cell culture system in which a microbial population is exposed to fluctuating antimicrobial concentration, simulating human elimination and repeated dosing over a few days, corresponding to a clinical course of treatment. The system has been used by our group to investigate the pre-clinical potential of antimicrobial agents under development (Tam et al., 2005; Nikolaou et al., 2006).
2.2. Dynamic models of pharmacodynamic activity and their limitations for microbial populations of nonuniform susceptibility/resistance

In an effort to use the dynamic information that pharmacodynamic indices leave out, dynamic models have been formulated for homogeneous microbial populations (i.e. of uniform susceptibility or resistance) based on conservation principles and bacteria-agent Hill-like (Hill, 1910) kinetics (Wagner, 1968; Jusko, 1971; Giraldo et al., 2002) (Sidebar 4). When applied to heterogeneous microbial populations (i.e. of nonuniform susceptibility or resistance), such
models lump sub-populations into two distinct classes: *resistant* and *susceptible* (Lipsitch and Levin, 1997; Mouton et al., 1997; Jumbe et al., 2003; Gumbo et al., 2004; Meagher et al., 2004; Campion et al., 2005; Tam et al., 2005). Though conceptually appealing, when such models are calibrated using standard short-term data (e.g. over 24-hours (Andes and Craig, 1998; Nicolau et al., 2000; Dandekar et al., 2003; Miyazaki et al., 2004)) they may easily fail to predict the emergence of resistance – manifested as eventual population regrowth (Oliver et al., 2004) – as shown in Figure 5 (top). By lumping subpopulations of varied resistance into two distinct subpopulations (resistant and susceptible), this modeling approach essentially produces two asymptotes for the dependence of population size on time corresponding to short and long time, respectively. As Figure 5 (top) shows, the two asymptotes estimated by fitting 24-hour data produce overly optimistic results beyond 24 hours. For similar reasons, dynamic modeling approaches that have focused on the early time course (<60 minutes) of antimicrobial agent exposure (Regoes et al., 2004) are equally problematic.

![Figure 5](image-url)
3. A new approach to modeling the effect of antimicrobial agents on heterogeneous microbial populations

To capture the decline-regrowth behavior of a heterogeneous microbial population, Nikolaou and Tam (2006) developed a corresponding mathematical modeling approach (excerpted in Sidebar 5) for heterogeneous microbial populations exposed to time-invariant antimicrobial agent concentrations. Dispensing with the need to rely on the asymptotic time behavior of two distinct sub-populations, this approach considers a distribution of resistance over a microbial population and employs the cumulants of that distribution. Figure 5 (bottom) demonstrates that this approach can successfully make use of standard 24-hour time-kill data to predict regrowth beyond 24 hours and estimate the agent concentration needed to eradicate the entire microbial

\[ \frac{dN(t)}{dt} = \left[ K_g - \mu(t) \right] N(t), \quad \frac{d\mu(t)}{dt} = -\sigma(t)^2, \quad \left\{ \frac{d\kappa_n(t)}{dt} = -\kappa_{n+1}(t) \right\}_{n \geq 1} \left( \kappa_1 \equiv \mu, \kappa_2 \equiv \sigma^2 \right) \]  

\( N(t) \): microbial population size at time \( t \)

\( K_g \): growth rate constant

\( \mu(t), \sigma^2(t) \): average and variance of kill rate constant over entire microbial population

\( \kappa_n(t) \): \( n \)-order cumulant (Weisstein, 2005) of kill rate constant

For a distribution \( f(r_i,t) \) of the kill rate constant \( r \) (Sidebar 4) cumulants are defined as

\[ \kappa_n(t) = \frac{\partial^n \Psi(s,t)}{\partial s^n} \text{ where } \Psi(s,t) = \ln[M(s,t)] M(s,t) \equiv \sum_i e^{s f(r_i,t)} . \]

Simplifying assumptions (Nikolaou and Tam, 2006) yield

\[ \ln \left[ \frac{N(t)}{N(0)} \right] \approx \left( K_g - \mu(0) + \frac{\sigma(0)^2}{A} \right) t + \frac{\sigma(0)^2}{A} \left( e^{-At} - 1 \right) \left( K_g - b \right) t + \frac{R}{A} e^{-At} - 1 , \]  

\( \mu(t) \approx \mu(0) - \frac{\sigma(0)^2}{A} + \frac{\sigma(0)^2}{A} e^{-At} \approx b + Re^{-At} \)  

\( \sigma(t)^2 \approx \sigma(0)^2 e^{-At} . \)
population (Nikolaou and Tam, 2006).

Using the approach mentioned above, we can now address the following question, which is the main focus of this work: “Given time-kill data over 24 hours at a number of time-invariant agent concentrations, what is an effective (preferably optimal) dosing regimen (daily dose and dosing interval) for time-varying agent concentration corresponding to realistic pharmacokinetics (Figure 2)?”. Optimal here refers to the smallest daily dose and corresponding dosing interval that can completely eradicate a microbial population. For lack of quantitative aids to answering the preceding question, it is common practice for antimicrobial killing action to be classified into two distinct categories: peak-concentration- or time-of-exposure-dependent (Vogelman and Craig, 1986; Craig, 1998) as shown in Figure 6. However, it has been widely observed that some recent antimicrobials (e.g. quinolones) do not clearly fall in either category. Therefore, a more quantitative answer to the preceding question is needed, as discussed next.

Figure 6. Concentration-dependent (upper) and time-dependent (lower) killing activity of antimicrobial agents. In the concentration-dependent case, killing activity depends on the concentration of the antimicrobial agent used, and suggests dosing regimens that achieve high concentrations at injection points. In the time-dependent case, killing activity quickly reaches a plateau as agent concentration increases, indicating that dosing regimens need to maintain a certain agent concentration most of the time. Increasing agent concentration will increase toxicity without appreciably increasing killing activity.
3.1. Homogeneous microbial population under pharmacokinetically realistic antimicrobial concentration

Assume now that the antimicrobial agent concentration does not remain time-invariant but fluctuates periodically due to periodic injection of agent every $T$ time units and its subsequent elimination, as shown in Figure 2. The kill rate constant $r(C(t))$ will obviously fluctuate with the same period $T$. Under these conditions, it can be shown (Nikolaou et al., 2007) that the total population $N(t)$ exhibits a periodic pattern with period $T$, and the values of $\log(N(nT))$, $n = 0, 1, 2,\ldots$, lie on a straight line, akin to the case corresponding to time-invariant agent concentration (Sidebar 4) as summarized in Sidebar 6. In other words, the points $\frac{N(nT)}{N(0)}$, appear as if they were generated by a system under time-invariant agent concentration $D$, a fact that significantly simplifies the ensuing analysis (Figure 7).

\[\log(N(t)) = K_g t - \left\lfloor \frac{t}{T} \right\rfloor DT - \int_0^t \left[ \left\lfloor \frac{\eta}{T} \right\rfloor r(C(\eta)) \right] d\eta\]

where $\left\lfloor \frac{t}{T} \right\rfloor$ is the integer part of the real number $\frac{t}{T}$, and $D = \frac{1}{T} \int_0^T r(C(\eta)) d\eta$ is the time-averaged kill rate constant.

At times $t = nT$, $n = 0, 1, 2,\ldots$ the total population satisfies the equation

\[\log\left(\frac{N(nT)}{N_0}\right) = \left( K_g - D \right) nT, \quad n = 0, 1, 2,\ldots\]
Therefore, according to Sidebar 6, \( \frac{D}{K_g} > 1 \) implies eradication of the entire microbial population, whereas \( \frac{D}{K_g} < 1 \) implies eventual proliferation of the population, except for the case where eradication can occur during the first dosing interval. The latter case can occur if the minimum of \( \ln(N(t), 0 \leq t \leq T) \) is at or below 0.

We can now ask “For what dosing regimens is the condition \( \frac{D}{K_g} > 1 \) satisfied?” We first provide a qualitative approximate answer, followed by a quantitative answer.

Qualitatively, the value of \( \frac{D}{K_g} \), to first-order approximation, can be shown to be

\[
\frac{D}{K_g} \approx 1 + \frac{r'(C_{cr})}{K_g} (C_{avg} - C_{cr}) = 1 + \frac{r'(C_{cr})}{K_g} C_{cr} \left( \frac{AUC}{T} - 1 \right)
\]

where the area under the concentration curve (AUC) is defined as \( AUC \approx \int_0^T C(t) dt \). The above approximation of \( \frac{D}{K_g} \) indicates that in order to design a dosing regimen resulting in eradication of a microbial population, the average concentration of the agent, \( C_{avg} \approx \frac{1}{T} \int_0^T C(\eta) d\eta \), must be above the critical concentration \( C_{cr} \), defined as the concentration at which the kill rate constant \( r(C_{cr}) \) is equal to the growth rate constant \( K_g \). It follows that the effectiveness of an agent is approximately related to the well known pharmacokinetic/pharmacodynamic parameter \( AUC/MIC \approx AUC/C_{cr} \). However, it should be stressed that the dependence of an agent’s effectiveness on AUC/MIC is only approximate. A more accurate index would have to be used to account for strong effects of higher-order derivatives in the above series expansion of \( \frac{D}{K_g} \).

This motivates the quantitative results presented next.
From a quantitative viewpoint, let the agent concentration follow the realistic pharmacokinetic pattern $C(t) = C_{\text{max}} e^{-kt}$, $0 \leq t < T$ (Figure 2) where $k = \frac{\ln 2}{t_{1/2}}$ is the agent elimination rate constant (reciprocally proportional to the half-time $t_{1/2}$) and $T$ is the dosing interval; and let the kill rate constant follow the Michaelis-Menten/Hill kinetics in Sidebar 4. Then it can be shown (Nikolaou et al., 2007) that the value of $\frac{D}{K_s}$ can be influenced by selecting two dimensionless variables associated with the dose and dosing interval of a dosing regimen, namely the scaled average concentration $z \doteq \frac{C_{avg}}{C_{cr}}$ (or, equivalently, $y \doteq \frac{C_{avg}}{C_{50}}$) and the scaled dosing interval $x \doteq kT$, where $C_{avg}$ is proportional to the administered dose (mass of agent over 24 hour period). The functional dependence of $\frac{D}{K_s}$ on $x$, $z$ depends on two pharmacodynamic parameters: $H$ and $\frac{K_i}{K_s}$.

Thus, if the values of $H$ and $\frac{K_i}{K_s} = 1 + \left(\frac{C_{avg}}{C_{cr}}\right)^H$ have been estimated from experimental time-kill data, one can visualize the agent effectiveness, i.e. value of $\frac{D}{K_s}$ in comparison to 1, as a function of the two variables that characterize a dosing regimen, namely $z \doteq \frac{C_{avg}}{C_{cr}}$ and $x \doteq kT$ (Sidebar 7).
Figure 8 shows a small library of such patterns for different values of $H$ and $\frac{\kappa_i}{k_g K}$, along with associated plots of the scaled kill rate constant $\frac{c(\text{C})}{K_s}$ as a function of $\frac{C}{C_{\text{cr}}}$. A careful examination of these patterns for $\frac{D}{K_s}$ (lines corresponding to $\frac{D}{K_s}=1$) reveals qualitatively different behaviors for different values of $H$ and $\frac{\kappa_i}{k_g K}$, suggesting different designs for optimal dosing regimens. For example, for $H=1$ and $\frac{\kappa_i}{k_g K}=5$ it is clear that the shorter the dosing interval $T$ (Figure 2), the lower the dose that can be used. Consequently, the optimal dosing regimen would be continuous infusion. This is due to the dependence of the kill rate constant $r$ on $C$: A relative increase in $C$ is associated with a lower relative increase in $r$. Therefore, for a periodically fluctuating profile of $C$ around an average value $C_{\text{avg}}$ a lot more killing power $r$ would be lost while $C(t)<C_{\text{avg}}$ than would be gained while $C(t)>C_{\text{avg}}$. By contrast, $H=4$ and $\frac{\kappa_i}{k_g K}=5$ in Figure 8 indicates that there is an optimal value (around $kT=5$) for the dosing interval $T$ at the cut-off point $\frac{D}{K_s}=1$, corresponding to the minimum dose $C_{\text{avg}}/C_{\text{cr}} \approx 1$. This is due to the presence of an inflection point in the curve corresponding to the dependence of the kill rate constant $r$ on $C$: Around the inflection point, a relative increase in $C$ is associated with a lower relative increase in $r$. However, a relative decline in $C$ is also associated with a lower relative decline in $r$. Therefore, in balance, for a periodically fluctuating profile of $C$ around the optimal average value $C_{\text{avg}}$ a lot less killing power $r$ is lost while $C(t)<C_{\text{avg}}$ than is gained while $C(t)>C_{\text{avg}}$. While Figure 8 may be sensitive to experimental errors in the estimates of $H$ and $\frac{\kappa_i}{k_g K}$, it establishes a continuum for the model of action of antimicrobial agents, at the two ends of which are the two well known categories, namely peak-concentration- or time-of-exposure-dependent, established by Vogelman and Graig (1986).
3.2. *Heterogeneous microbial population under pharmacokinetically realistic antimicrobial concentration*

We are not going to use the results of the preceding sections to develop a method for designing optimal dosing regimens for heterogeneous microbial populations (i.e. of nonuniform susceptibility or resistance). From a theoretical viewpoint, it would be interesting to develop an equation for $\ln \frac{N(t)}{N(0)}$ analogous to that in Sidebar 6. However, the following reasoning makes this requirement unnecessary:

To design an optimal dosing regimen it is required to find the minimum of the time-averaged agent concentration $C_{\text{avg}}$ and corresponding dosing interval $T$ that will eradicate a microbial population entirely. To accomplish this, it is necessary and sufficient to eradicate the most resistant subpopulation of the microbial population, by finding the minimum of the time-averaged agent concentration $C_{\text{avg}}$ and corresponding dosing interval $T$ for that subpopulation. According to the analysis in section 3.1, eradication of the most resistant subpopulation means that $\frac{D}{K_g} > 1$ for that subpopulation, as suggested in Figure 8. Hence, the dependence of $\frac{D}{K_g}$ on
dosing regimens (namely \( C_{\text{avg}} \) and \( T \)) for that subpopulation must be estimated from experimental data. Now, the analysis in section 3.1 indicates that standard time-kill experiments can be used for that purpose. Indeed, for a heterogeneous population subjected to a number of time-invariant agent concentrations \( C \), eqn. (4) in Sidebar 5 indicates that the population-average kill rate constant will eventually reach a value \( b \) for each time-invariant agent concentration \( C \). This \( C \)-dependent kill rate constant, \( b \), corresponds to the most resistant subpopulation, which will eventually dominate the entire population, and which is homogeneous, as suggested by eqn. (5) when \( t \to \infty \). Therefore, it is reasonable to assume that the functional dependence of \( b \) on \( C \) follows the kinetics discussed in Sidebar 4, namely

\[
b(C) = K_b \frac{C^{H_b}}{C^{H_b} + C_{50b}^{H_b}}
\]

Similarly, it can be argued (Nikolaou and Tam, 2006) that it is reasonable to postulate that

\[
R(C) = K_k \frac{C^H}{C^H + C_{50}^H} - K_b \frac{C^{H_b}}{C^{H_b} + C_{50b}^{H_b}}
\]

and

\[
A(C) = K_A \frac{C^{H_A}}{C^{H_A} + C_{50A}^{H_A}}
\]

Therefore, if experimental data are available from time-kill studies (measurements of population size at various sampling points in time, for a number of time-invariant concentrations \( C \)), then the parameters involved in the above expressions for \( b(C) \), \( R(C) \), and \( A(C) \) can be estimated. Then, using the identified expression for \( b(C) \) in place of \( r(C) \) in the analysis of
Sidebar 7, one can construct a surface showing the dependence of \( \frac{D}{K_g} \) on \( C_{\text{avg}} \) and \( T \), as in Figure 8.

3.3. **Experimental verification**

We discuss an example of our approach (Nikolaou and Tam, 2006; Nikolaou et al., 2007) where effective dosing regimens (dose and dosing intervals) are characterized for levofloxacin against *P. aeruginosa*. Time-kill data are collected over 24 hours at various time-invariant concentrations of levofloxacin, and curve-fit using the approach discussed in section 3.2, as shown in Figure 9.

![Figure 9](image-url)  

Figure 9. Time-kill studies of levofloxacin against *P. aeruginosa* ATCC 27853 (MIC = 2 µg/ml). For \( C = 32 \times \text{MIC} = 64 \text{ µg/ml} \) there are no points beyond 1 hour, since all bacteria appear to have been eradicated beyond that point in time. Fit of the experimental data shown is done using equation (3) in Sidebar 5, with dependence of \( b(C) \), \( R(C) \), and \( A(C) \) as discussed above in the text.

Subsequent to that, the equations of Sidebar 7 are use to construct the \( D/K_g \) surface as a function of dosing regimen, namely daily dose and dosing interval for given pharmacokinetics (Figure 10). According to Figure 10, daily doses of 750 and 3000 mg daily are predicted to be ineffective and completely effective, respectively.
Figure 10. Model prediction of bactericidal effect of levofloxacin on *P. aeruginosa* for dosing regimens as in Figure 2 ($t_{1/2} = 6$ hrs, $T = 24$ hrs). Dosing regimens (combinations of daily dose and dosing interval) associated with resistance suppression correspond to $D/K_g > 1$ where $D = \frac{1}{T} \int_0^T r(C(t))\,dt$ is the average kill rate over $T$. Periodic agent injection every $T = 24$ hours requires above 2200 mg of levofloxacin for complete eradication of the entire bacterial population. This prediction was verified both in a hollow-fiber in vitro model (Figure 3) and in a murine-thigh in vivo model (Jumbe et al., 2003) and is significantly higher than the standard dosing recommended for levofloxacin.

This was verified experimentally in a hollow-fiber in vitro infection model (Figure 3), as shown in Figure 11.

Figure 11. Prospective validation of the mathematical model in the hollow-fiber infection model for placebo (a), levofloxacin 750mg (b), levofloxacin 3000 mg (c) given every 24 hours. Data presented as mean and standard deviation of duplicate samples.
Dosing regimens predicted to be effective (corresponding to values of the index \(D/K_g\) greater than 1) or ineffective \((D/K_g < 1)\) were compared to published data regarding the threshold quinolone exposure necessary to suppress resistance development of \(P.\ aeruginosa\) in a murine thigh infection model (Jumbe et al., 2003). Despite the differences between the two modeling approaches, the estimates of the levofloxacin exposure necessary for resistance suppression were consistent [approximately 2900 mg daily (total AUC/MIC = 157, free AUC/MIC = 110) demonstrated previously in the murine thigh infection model versus 2200 mg daily predicted by our model]. The closeness of our mathematical model predictions to the murine thigh infection model data exemplifies the usefulness of the proposed approach as a tool offering guidance to optimal design of dosing regimens.

4. Summary and Future Work

We have presented a mathematical modeling framework to design optimal dosing regimens of antimicrobial agents for complete eradication of microbial populations comprising subpopulations of varying degrees of susceptibility/resistance. Preliminary experimental verification of the proposed framework was presented. Further work is needed to identify the limits of the mathematical modeling framework for various combinations of microbial populations and antimicrobial agents, identify its sensitivity to available data, develop experimental protocols for collection of better experimental data, and potentially extend the framework to other related cases such as cancer chemotherapy.
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