Nickel atom and ion densities in an inductively coupled plasma with an internal coil
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The nickel atom density was measured in an inductively coupled argon plasma with an internal Ni coil, as a function of pressure and power, using optical absorption spectroscopy. Nickel atoms were sputtered from the coil and from a separate Ni target under optional target bias. A fraction of the atoms was ionized in the high-density plasma. The gas temperature was determined by analyzing the rovibrational spectra of the second positive system of nitrogen actinometer gas. The electron density was determined by optical emission spectroscopy in combination with a global model. For a pressure of 8–20 mTorr and coil power of 40–200 W, the Ni atom density ranged from 2.7 × 10^10 to 1.5 × 10^11 cm\(^{-3}\), increasing strongly with pressure. The Ni atom density first increased with power but saturated at high power levels. The measured Ni atom density agreed fairly well with the predictions of a global model, in particular, at the higher pressures. The model also predicted that the Ni\(^+\) ion density greatly increased at higher powers and pressures. Applying 70 W bias on the target electrode increased the Ni atom density by 60%. © 2007 American Institute of Physics. [DOI: 10.1063/1.2401659]

I. INTRODUCTION

Ionized physical vapor deposition (IPVD) remains a viable method for future applications in barriers for tungsten wiring and for copper seed layers.\(^1\) In the IPVD process, a radio frequency (rf) high-density inductively coupled plasma (ICP) is created in an inert gas (e.g., argon), usually by immersing the ICP coil in the plasma. Metal atoms are sputtered from a separately rf-powered target. These sputtered atoms are ionized as they traverse the plasma, and the ions gain directionality in the sheath over the biased substrate, causing anisotropic filling of high-aspect-ratio trenches.\(^2,3\) When the coil is made of the metal of interest and is directly exposed to the plasma, as in the present work, it can serve as an additional source of sputtered atoms.

In addition to IPVD, this system can be used to extract a high-flux metal ion beam for other metal deposition applications. One such process that we have recently reported, nanopantography, is a method for creating nanosize patterns in a massively parallel fashion over large areas.\(^4\) A monoe
ergetic, collimated ion beam is extracted from a plasma\(^5\) and encounters a substrate in a downstream high vacuum chamber. Ion beamlets are focused on the substrate by electrostatic lenses built on the substrate using standard photolithography and etching. An inert gas ion beam may be used in combination with chlorine gas to etch nanoholes in silicon at the focal points of the beamlets. Nanopantography can result in size reduction of 100 times, i.e., a 1000 nm diameter lens can produce a 10 nm diameter hole.\(^4\) When using a metal ion beam without any added gas, nanopantography can deposit nanosize metal islands. These in turn could serve as catalysts for the growth of carbon nanotubes.\(^6,7\) Although some control over the diameter and spacing of catalyst dots has been realized by photolithography,\(^8\) large-area fabrication of uniform, location-specific sub-10 nm catalyst dots, which is critical for the synthesis of isolated single-wall carbon nanotubes (SWCNTs), is still extremely difficult. Nanopantography has the potential of producing sub-10 nm Ni dots in well-defined positions over large areas, which will potentially open a route for the massive production of prespecified patterns of SWCNTs. The generation of a metal (e.g., nickel) ion beam is critical for this and other applications.

To extract a high flux of monoenergetic, collimated nickel ions, the density of Ni species (atoms and ions) in the plasma and their dependence on operating conditions are of primary importance. Common diagnostics to monitor or measure the density of metal species in a metal-containing plasma include quartz crystal microbalance (QCM) with ion-repelling grids,\(^9\) cross sectional scanning electron microscopy (SEM) of high-aspect-ratio test features,\(^10\) optical emission spectroscopy (OES),\(^11\) and optical absorption spectroscopy (OAS).\(^12,13\) OES and OAS are attractive be-

---

---
cause they are nonintrusive and relatively easy to set up. OES can provide qualitative information on the densities of various species in the discharge; while OAS can provide the absolute number density if a resonant absorption line with strong oscillator strength for the species of interest can be identified. For the estimate of argon density, the gas temperature \( T_g \) should be known because, at fixed pressure, the neutral density is inversely proportional to \( T_g \). Interpretation of absorption measurements requires the value of \( T_g \) as well. In this work, Ni neutral densities were measured by OAS, during sputtering of Ni in an argon ICP with the Ni coil and Ni target immersed in the plasma. \( T_g \) was determined by OES from the rotational temperature of trace added \( \text{N}_2 \), and relative electron densities were derived from the OES of Ar. Finally, Ni neutral and ion densities were computed from a global model.

II. EXPERIMENTAL APPARATUS

A schematic of the experimental setup is shown in Fig. 1. The reactor was a 6 in. diameter 8 in. high stainless steel cylinder. A 3.5 in. outside diameter (o.d.) two-turn (total height of 1.5 in.) water-cooled antenna coil, fabricated from \( \frac{4}{3} \) in. o.d. nickel tubing (99.0% purity), was suspended 2.3 in. above the bottom of the reactor. 13.56 MHz radio-frequency (rf) power was delivered through a matching network to the induction coil. A 3 in. diameter nickel target disk (99.98% pure), 0.7 in. above the top of the coil, could be negatively biased by a 12.56 MHz rf power through a matching network. Power was measured with in-line Bird meters. The voltages on the coil (high-voltage end) and on the target were measured with a 100 times high-voltage probe. The discharge gas was 99.999% pure argon at a flow rate of 20 SCCM (SCCM denotes cubic centimeter per minute at STP), at pressures of 8–20 mTorr.

The light source for absorption spectroscopy was a Ni hollow cathode lamp filled with Ne gas. This lamp was pulsed by a high-voltage pulser at 100 Hz and 50% duty cycle (5 ms on/5 ms off) controlled by a pulse generator. The discharge current was set at 15 mA during the pulse-on period by tuning the voltage output from a high-voltage power supply. The common axis of the two optical diagnostic quartz windows was located 1.5 in. below the bottom end of the coil (Fig. 1). The window transmittance was about 90% in the range of 300–1000 nm and was \( \sim 60\% \) at 232.0 nm used in the Ni atom optical absorption. The windows were isolated with gate valves when no optical diagnostic experiments were performed, to avoid metal deposition on the windows, which would attenuate their transmission. The source lamp was located at the focal point of a quartz lens, to provide a parallel beam through the plasma, while another quartz lens focused the transmitted light onto the entrance slit of a single monochromator (Jobin-Yvon U1000) equipped with a GaAs photomultiplier tube (PMT, Hamamatsu R955). The monochromator had a grating with 2400 grooves/mm and 1000 mm focal length. The resolution was \( \sim 0.5 \) Å full width at half maximum (FWHM) with slit widths of 130 μm. For OES measurements, the PMT signal was collected directly and processed by LABVIEW™. For absorption measurements, a lock-in amplifier (SR 530, Stanford Research Systems), triggered by the same pulse used for the lamp, processed the PMT signal to record the time-modulated signal at a chosen absorption line. The same setup was used to record spectra of optical emission induced by the plasma. OES was used to determine relative electron densities and gas temperatures (with traces of added \( \text{N}_2 \)).

III. RESULTS AND DISCUSSION

The main goals of this study were to determine the absolute Ni atom and ion number densities and determine the optimum conditions for extracting a monoenergetic Ni⁺ beam from a pulsed ICP. We now present measurements and computations to obtain these goals.

A. Gas temperature measurements

The gas temperature \( T_g \) determines the number densities of Ar or Ni atoms in the plasma, at a fixed pressure, by the ideal gas law. \( T_g \) is also needed for measurement of Ni number densities using optical absorption spectroscopy, as described below. One method for obtaining \( T_g \) is to add a small quantity of \( \text{N}_2 \) to the gas and obtain the rotational temperature \( T_u \) of \( \text{N}_2(C^3\Pi_u) \) from a fit of the \( \text{N}_2 \) second positive \( (C^3\Pi_u,B^3\Pi_g) \) plasma-induced emission spectra.14–17 The rotational population distribution of \( \text{N}_2(C^3\Pi_u) \) reflects the rotational temperature of the \( \text{N}_2(X^1\Sigma_u^+) \) ground state molecules, since the \( \sim 40 \) ns radiative lifetime of the \( C \) state is too short to permit collisional rotational redistribution within this state and the rotational angular momentum \( J \) is conserved during electron impact excitation of the \( C \) state from the ground state \( X^1\Sigma_u^+ \).

In equating \( T_r \) with \( T_g \), in the presence of added \( \text{N}_2 \), several requirements must be satisfied. First, any perturbation of the plasma by adding \( \text{N}_2 \) should be small. In our case, with 2% added \( \text{N}_2 \), the Ar emission at 750.4 nm was atten-
ated by only ~10%, indicating an acceptably small degree of perturbation. Next, the bath gas (e.g., Ar) and N₂ must be in thermal equilibrium. At the lowest pressure of 8 mTorr, the mean free path (mfp) for elastic collisions between neutrals is about 1 cm, much smaller than the ~10 cm reactor dimensions. Similarly, the cross section for rotational energy transfer is ~10⁻¹⁴ cm², yielding a collision frequency of ~10⁵ s⁻¹ at 10 mTorr and a mfp of ~1 cm for this process. The N₂ mfp for rotational excitation collisions with electrons is about 10 cm for an electron density, ne=10¹¹ cm⁻³, and an electron temperature of 3 eV (collision frequency ~10⁴ s⁻¹), hence rotational heating of N₂ by collisions with electrons is minimized.

The strong 0-0 band of the second positive system at 337.1 nm is usually chosen to probe the rotational distribution of the C state. However, in most Ar plasmas, especially at lower electron densities, the N₂ C(0-0) band is preferentially excited by Ar metastables. Figure 11 of Ref. 25 shows that, at room temperature, the most abundant Ar⁺ (5P₁) (1s₂ in Paschen’s notation) metastable atoms populate the v = 0, 1, and 2 levels of the C state, while the 0.15 eV higher lying Ar⁺ (3P₁) (1s₃ in Paschen’s notation) metastables populate levels up to v = 3. The density of Ar⁺ (1s₂) atoms is typically ~10 times smaller than that of Ar⁺ (1s₃) and the rate coefficient for population of the C(v=3) state by Ar⁺ (1s₃) is 20 times smaller than that for production of the C(v=0) state by Ar⁺ (1s₂). Consequently, electron impact excitation usually dominates energy transfer from Ar⁺ metastables for populating the v = 3, and obviously v = 4, levels of the C state. Thus the 3-3 and 4-4 bands (heads at 328.5 and 326.8 nm, respectively) provided reasonable values for Tₑ under all conditions in most Ar plasmas.

Sample spectra of N₂ second positive bands are presented in Fig. 2. For transitions originating from v=0 level of the C state, to account for the energy transfer from Ar⁺ metastables, the 0-0 band was fitted assuming a two-temperature rotational distribution according to

\[ N_J \propto (2J+1) \left[ \exp(-F_J/kT_L^e) + \varphi \frac{T_L^e}{T_H^e} \exp(-F_J/kT_H^e) \right], \tag{1} \]

where \([N_J]\) is the density of the J rotational level, \(F_J\) is its energy, \(T_L^e\) and \(T_H^e\) are temperatures of two Boltzmann distributions, and \(\varphi\) is the ratio of total populations for these two distributions. \(T_L^e\) and \(T_H^e\) would correspond to distributions originating from electron impact excitation from the ground state and to energy transfer from Ar⁺ metastables, respectively. In fact, considering the pressure range examined, the rotational transfer frequency (≈5×10⁵ s⁻¹) is much smaller than the radiative decay frequency (2.6×10⁷ s⁻¹) of the C state, and hence population by these two mechanisms can be distinguished. In Fig. 2, the overpopulation of high rotational levels is clearly seen. The best fit of experimental data was obtained with \(T_L^e=360\) K and \(T_H^e=2000\) K. The minor misfit at 338 nm is due to contribution from the 1-1 band that was not included in the fit. The \(T_H^e\) value is very similar to that found in afterglow experiments where N₂ was exclusively populated by energy transfer from Ar⁺ metastables. The 3-3 and 4-4 bands were fitted to a single \(T_e\). These bands are slightly overlapping and hence have been fitted together. The quality of the fit for the 3-3 band is degraded somewhat because this band is spoiled by the tail of 0-0 and 2-2 (head at 330.9 nm) bands.

Table I presents temperatures at the four extreme conditions in this study. The 0-0 and 4-4 bands yield very similar values under all conditions. \(T_e\) deduced from the 3-3 band is not as reliable; it is lower, especially at 8 mTorr. Besides the interfering overlap with the 0-0 and 2-2 bands mentioned above, the smaller \(T_e\) of the 3-3 band can also be explained in part by the much lower population in this band, with a typical value of a factor of 10⁻³.

![FIG. 2. Example emission spectra of N₂(C⁺/II-B⁺/II) at 40 W, 8 mTorr, 2% N₂ in the Ar feed gas: (a) 0-0 band and (b) 3-3 plus 4-4 bands. Experimental points and the solid line fit to the spectra are shown.](image)

<table>
<thead>
<tr>
<th>Plasma condition</th>
<th>(T_e) (K)</th>
<th>(T_e) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (W)</td>
<td>Pressure (mTorr)</td>
<td>0-0</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
<td>350</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>450</td>
</tr>
<tr>
<td>40</td>
<td>8</td>
<td>360</td>
</tr>
<tr>
<td>200</td>
<td>8</td>
<td>440</td>
</tr>
</tbody>
</table>
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by the fact that \( v = 3 \) of the C-state is partially populated by energy transfer from \( \text{Ar}^+ (1s_3) \) atoms, but the limited available energy populates mostly the lower rotational levels. The next to last column of Table I gives our best estimates for \( T_e \), using the average of the 0-0, 3-3, and 4-4 values at 20 mTorr and the average of the 0-0 and 4-4 band values at 8 mTorr. At fixed ICP power, no appreciable temperature change was observed between 8 and 20 mTorr pressures. An \( \sim 100 \) K rise in the \( T_e \) was found when the ICP power increased from 40 to 200 W at either pressure. Since \( T_e \) values were rather low, and the \( \pm 20 \) K accuracy is insufficient to capture more subtle details of variations with power and pressure, \( T_e \) was linearly interpolated for other experimental conditions.

**B. Calculation of electron temperature**

The electron temperature \( (T_e) \) was estimated from a global model, including ionization of Ar metastables. Thus, by rearranging the Ar\(^+\) mass balance one obtains

\[
\frac{k_{ii}(T_e)n_e + k_{ii}^e(T_e)n_{\text{Ar}^+}}{n_B(T_e)} = \frac{1}{d_{ei}},
\]

with the effective plasma length \( d_{ei} \) given by

\[
d_{ei} = \frac{RL}{2Rh_L + Lh_R},
\]

where \( k_{ii} \) and \( k_{ii}^e \) are ionization rate coefficients from ground state or metastable state, respectively. \( n_{\text{Ar}^+}, n_B, R, L, h_R, \) and \( h_L \) are metastable Ar density, Bohm velocity of argon ions, radius, and length of the cylindrical plasma, and ratios of plasma density at the radial and axial shear edges to that at the plasma center, respectively. \( k_{ii}^e \) was calculated based on the ionization cross section of argon metastables \((1s_3 \text{ in Paschen’s notation)}\) provided by McGuire. Given \( k_{ii} = 2.3 \times 10^{-8}T_e^{1/2} \exp(-15.76/T_e) \text{ cm}^3\text{s}^{-1}\) \( h_R = 0.18 - 0.26 \) and \( h_L = 0.17 - 0.25 \), for the chosen experimental conditions, and \( n_\phi(\text{cm}^{-3}) = 3.3 \times 10^{13}p(298/T_e) \), with pressure \( p \) in mTorr, \( T_e \) can be expressed as a function of metastable Ar density \( n_{\text{Ar}^+} \).

The number densities of argon metastables \( 1s_3 \) and \( 1s_5 \) were lumped into \( n_{\text{Ar}^+} \), resulting in a mass balance of Ar\(^+\),

\[
k_{ii}^e(T_e)n_e n_{\text{Ar}^+} = \left( \frac{k_{ii}^e(T_e) + k_{ii}^e(T_e)}{n_e} + \frac{D_{\text{Ar}^+}}{\Lambda} \right)n_{\text{Ar}^+},
\]

where \( k_{ii}^e, k_{ii}^e, n_e, D_{\text{Ar}^+}, \) and \( \Lambda \) are the Ar\(^+\) excitation rate constant from the Ar ground state, Ar\(^+\) quenching rate constant by electrons, electron density, diffusion coefficient of Ar\(^+\) in argon gas, and characteristic diffusion length of Ar\(^+\), \( k_{ii}^e = 3.71 \times 10^{-8} \exp(-15.06/T_e) \text{ cm}^3\text{s}^{-1}\) and \( k_{ii}^e = 2 \times 10^{-7} \text{ cm}^3\text{s}^{-1}\). \( D_{\text{Ar}^+} = 2.42 \times 10^{18}/n_e \text{ cm}^2\text{s} \) taken from Lymberopoulos and Economou. The electron density \( n_e \) was estimated from an energy balance and will be described in detail in the next section. \( \Lambda \) is the characteristic diffusion length of a cylindrical chamber of length \( L \) (11.4 cm) and radius \( R \) (7.6 cm),

\[
\frac{1}{\Lambda^2} = \left( \frac{\pi}{L} \right)^2 + \left( \frac{2.405}{R} \right)^2,
\]

hence \( \Lambda = 2.4 \) cm. By solving Eqs. (3) and (4) numerically, \( n_{\text{Ar}^+} \) and \( T_e \) were obtained for each plasma condition (Table I). It was found that with Ar\(^+\) species included in Eq. (2) the calculated \( T_e \) was 0.1–0.2 eV lower than that obtained without considering the Ar\(^+\) species. The Ar\(^+\) density was in the range of \((3.5–5.5) \times 10^{10} \text{ cm}^{-3}\) with a weak dependence on pressure and power. The ratio of argon metastable density to ground state density was in the range of \((1–3) \times 10^{-4}\), similar to the ratios in an Ar/Cl\(_2\) plasma with the same \( T_e \). The electron temperature of Table I increases with power at a given pressure, due to gas heating which results in lower gas number density as power increases.

**C. Determination of electron density using optical emission spectroscopy and a power balance**

For excited states of Ar that are produced predominantly by electron impact from the ground state (and not from the metastable states), the intensity of emission from the excited state is

\[
I_{\text{ex}} = a k_{\text{ex}} n_e n_{\text{Ar}^*},
\]

where \( a \) is a proportionality constant, \( k_{\text{ex}} \) is a rate coefficient that depends on the electron energy distribution function (EEDF), and \( n_e \) is the electron number density. Assuming a Maxwellian EEDF described by \( T_e \), relative \( n_e \) can be determined from the emission intensity and \( n_{\text{Ar}^*} = 3.3 \times 10^{13}p(298/T_e) \), if the dependence of \( k_{\text{ex}} \) on \( T_e \) is known. The Ar emission line at 419.8 nm \((3s^23p^5(2P_{3/2})3p\rightarrow 3s^23p^5(2P_{3/2})4s, \text{ also noted as } 3p_5-1s_4 \text{ in Paschen’s or } 5p[1/2][3/2]-4s[3/2] \text{ in Racah’s notations})\) was chosen because the excited state \((3p_5)\) of this transition was expected to be populated primarily by electron impact excitation from the ground state and the cross section is known. Strong contributions to the emission intensity through electron impact excitation from metastables are less likely. This can be explained by noting that the upper state of the transition \((3p_5)\) has \( J = 0 \) and optical transitions to metastable states \( 1s_3 \) or \( 1s_5 \), with \( J = 2 \) or 0, are forbidden. For such an optically forbidden transition, excitation through electron impact is unlikely. For example, the measured electron impact excitation cross section to this state from Ar metastable \( 1s_5 \) to \( 2p_1 \) (\( J = 0 \)) or \( 2p_5 \) (\( J = 0 \)) is much smaller than to the other optically allowed states having \( J = 2, 1, \) or 3.

Since a pulsed plasma is used for monoenergetic ion beam extraction in nanopantography, OES measurements were taken in an Ar plasma modulated at 5 kHz and 50% duty cycle (100 μs pulse on and 100 μs pulse off). Simulations and experiments in pulsed inductively coupled Ar plasmas have shown that the plasma evolves into a quasi-steady-state \(~10 \mu s\) after the pulse-on time. Therefore, the emission intensity of an Ar line recorded in the pulsed plasma should be comparable to that in a continuous-wave plasma with double the average power used in the pulsed plasma. Since we only use these measurements for relative estimates of electron density, this distinction is largely irrelevant.
D. Nickel atom number density

1. Optical absorption measurements

A description of the resonant absorption techniques can be found elsewhere.\textsuperscript{12,13,39} The fractional absorption, \( A_L = (I_0 - I)/I_0 \), where \( I_0 \) and \( I \) are the transmitted line intensities without and with plasma, respectively, is given by

\[
A_L = \sum_{m=1}^{\infty} \frac{(-k_0 \lambda)^m}{m! \sqrt{1 + m\lambda}},
\]

where \( l \) is the absorption length, \( \alpha \) is the ratio of emission (i.e. lamp)-to-absorption linewidths, and \( k_0 \), the absorption coefficient in units of \( \text{cm}^{-1} \) at the center of the line, is given by

\[
k_0 = \frac{8.25 \times 10^{-13} f}{\Delta \sigma^4 ([\text{Ni}]_0)},
\]

where \( f \) is the oscillator strength, \( \Delta \sigma^4 \) is the absorption line-width, and \([\text{Ni}]_0 \) is the absorption line-of-sight average density of nickel atoms (\( \text{cm}^{-3} \)). Assuming that Stark and pressure broadening are negligible in both the lamp (emitter) and the plasma (absorber), the line profiles are Doppler shaped, with line widths (FWHM) \( \Delta \sigma \) given by

\[
\Delta \sigma = 7.16 \times 10^{-7} \sigma \sqrt{T/\mu},
\]

where \( \sigma = (10^7 / \lambda) \) and \( \Delta \sigma \) are in units of \( \text{cm}^{-1} \), \( \lambda \) is the wavelength of the transition in nm, \( T \) is the temperature of either the emitter or absorber in K, and the atomic mass \( M = 59 \) for nickel. Using the definition of \( \alpha \) and Eq. (11) one obtains

\[
\alpha^2 = (T^E/T^R),
\]

where \( T^E \) is the gas temperature in the lamp \([-600 \text{ K}] \) at the lamp discharge current of 15 mA (Ref. 40) and \( T^R \) is the absorbing species temperature in the plasma (equal to the gas temperature, which ranges from 360 to 455 K for the conditions investigated—see Table I).

To determine the ground state \( 3d^84s^2(3\,^1D) \) Ni atom density, the 232.0 nm line was chosen with transition probability \( A = 6.9 \times 10^8 \text{ s}^{-1} \) corresponding to an oscillator strength \( f = 0.68 \). This line has the largest \( f \) value of all Ni lines ending in the ground state fine-structure levels. Thus, it provides the largest absorption. The Doppler width for this Ni line is

\[
\Delta \sigma_{232} = 0.00402(T^R)^{1/2}.
\]

Since \([\text{Ni}]_{\text{meas}}\) depends on absorption in a nonlinear fashion, it is much easier to calculate a set of absorption rates for different \([\text{Ni}]_{\text{meas}}\) densities [only the first two terms in Eq. (9) were retained] and then deduce \([\text{Ni}]_{\text{meas}}\) by comparing the measured \( A_L \) absorption values to the calculated one.

The ground electronic state configuration has additional \( J \) = 3 and 2 sublevels, located at 1332 and 2216 cm\(^{-1}\) above the \( J \) = 4 sublevel, as well as a \( 3d^84s \ (3\,^3D) \) metastable state, with \( J \) = 3, 2, and 1 sublevels at 205, 880, and 1713 cm\(^{-1}\), respectively. Therefore the total Ni density is the sum of the populations of these six low lying levels, and the measured
density must be multiplied by a factor, between 1 (if all Ni is only in the $^{3}F_{4}$ ground state) and 36/9=4 (the sum over $2J+1$ statistical weights, with equal Boltzmann factors for all levels) to obtain the true Ni number density.

The population partition of Ni atoms ejected from a target after Ar$^+$ ion bombardment in the keV range has been investigated.

A striking result was the pronounced population inversion of $^{3}D_{3}$ and $^{3}D_{2}$ sublevels in Ni metastable state, with respect to the electronic ground state. The density ratio $a^{3}F_{4}; a^{3}D_{3}; a^{3}D_{2}$ should be close to 9:7:5 with equal Boltzmann factors. However, the measured populations of $a^{3}D_{3}$ and $a^{3}D_{2}$ were 60% more than that of the ground state $3d^{8}4s^{2}$ ($a^{3}F_{4}$) during sputtering of polycrystalline Ni target by Ar$^+$ ions with energies 3–12 keV.

More surprisingly, for a single crystal Ni (001) target under bombardment by 5 keV Ar$^+$ ions, the populations of $a^{3}D_{3}$ and $a^{3}D_{2}$ were found to be 5.7 and 7.4 times that of $a^{3}F_{4}$, respectively. This remarkable disparity in the Ni partition factor could originate either from target crystal structure differences or from differences in experimental techniques.

In our study, the coil and target were polycrystalline Ni, and the ion sputtering energies were $\sim$100 eV on the coil and several hundreds of eV on the Ni target with the power ranging from 40 to 70 W. The energy dependence of low ion-energy Ar$^+$ bombardment on the population distributions of sputtered Ni atoms has not been reported; however, we expect that at this lower ion energy, a smaller fraction of Ni metastables could be produced. We therefore assumed that the populations of Ni $a^{3}F$ and $a^{3}D$ manifolds ejected from the coil and/or target follow their statistical weights.

When sputtered Ni atoms traverse the plasma, subsequent collisions of Ni atoms with electrons ($T_{e}=2.4$ eV) would preserve this distribution or even produce more metastable-state Ni atoms by electron impact excitation, whereas collisions with Ar atoms ($T_{e}=0.04$ eV =300 cm$^{-1}$) would cool the distribution. In fact, the population transfer between the $a^{3}D$ (3$d^{7}4s^{1}$ configuration) and $a^{3}F$ (3$d^{8}4s^{2}$ configuration) manifolds by collision with Ar atoms in the plasma is expected to be very small because rare-gas collisions are very inefficient for transferring an electron from a 3$d$ shell to a 4$s$ shell. For example, in a Cu hollow cathode discharge with $\sim$1 Torr Ar carrier gas, the ratio of the Cu $^{2}$D metastable state (3$d^{8}4s^{2}$) to the ground state $^{2}$S (3$d^{10}4s^{1}$) was much higher than that measured in a Cu thermal evaporation. Therefore, the population of the manifolds in the Ni $a^{3}D$ state would not likely be appreciably modified by rare-gas collisions and hence the measured Ni density of $a^{3}F_{4}$ from optical absorption must be multiplied by a factor closer to 4 to obtain the total Ni density.

Figure 4 shows the total number density of Ni atoms which is four times that in the ground state $^{3}F_{4}$ (measured by OAS) as a function of rf power on the internal coil, in a continuous-wave Ar plasma. At a fixed pressure, the Ni atom density increases linearly with coil power at low power but tends to saturate at high power. At constant power, the Ni neutral density increases almost linearly with pressure. For example, the Ni density at 20 mTorr is three times that at 8 mTorr for the same power.

2. Calculation of nickel atom number density

Both the power and pressure dependence of the Ni atom density can be understood by applying a Ni mass balance. By assuming that the sputtered Ni neutrals become thermalized by collisions with the background gas, the main loss mechanisms of nickel atoms are diffusion and ionization. The nickel number density is given by

$$n_{Ni} = \frac{n_{S}^{+}u_{B}V_{Ni}A_{Ni}/V}{k_{loss} + k_{i_{z,Ni}}n_{e} + k_{p}n_{Ar}^{+}},$$

(14)

where $n_{S}^{+}$ is the ion (assumed to be Ar$^+$) density at the sheath edge adjacent to the internal coil, equal to $h_{R}n_{0}$ ($n_{0}$ is the Ar$^+$ density in the plasma center, assumed to be equal to $n_{e}$ computed above). $h_{R}$ was estimated to be 0.2 according to the internal coil geometry (diameter=3.5 in.). This estimate might deviate from reality since the Ni coil was the power source of the discharge, which could be different from an inert surface such as the reactor wall. However, this approximation will at least give a conservative estimate of $n_{S}^{+}$ and thus $n_{Ni}$ from Eq. (14). $A_{Ni}$ is the area of Ni surfaces at high negative dc bias exposed to the plasma (in this case only the coil), $V$ is the plasma chamber volume. $V_{Ni}$ is the sputtering yield of Ni by Ar$^+$, $k_{i_{z,Ni}}$ is the electron impact ionization rate coefficient for Ni, and $k_{p}$ is the Penning ionization rate coefficient for Ni by Ar metastables. $k_{loss}$ is the rate coefficient for Ni diffusion to and loss at the walls given by

$$1/k_{loss} = 1/k_{D} + 1/k_{w},$$

(15)

where $k_{D}$ and $k_{w}$ are rate coefficients for diffusion and loss at the walls, respectively, given by

$$k_{D} = \frac{D_{Ni,eff}}{\Lambda^{2}},$$

(16)
\[ k_w = \frac{\gamma}{2(2 - \gamma)} \bar{u}_{\text{Ni,Ar}} A V. \]  

(17)

Here, \( \gamma \) is the probability for loss of Ni atoms at the walls (assumed to be unity), \( \bar{u}_{\text{Ni,Ar}} \) is the reduced mean thermal velocity, and \( A \) is the chamber surface area. \( D_{\text{Ni,eff}} \) is the effective diffusion coefficient of neutral Ni, which is expressed as\(^{29}\)

\[ \frac{1}{D_{\text{Ni,eff}}} = \frac{1}{D_{\text{Ni,Ar}}} + \frac{1}{D_{\text{Ni,Kn}}}, \]

(18)

where \( D_{\text{Ni,Ar}} \) is the binary diffusion coefficient of Ni in Ar gas (\( \approx 108 \text{ cm}^2 \text{ s}^{-1} \) at 1 Torr and 298 K) (Ref. 50) which was assumed to scale with \( T_g^{1/2} \). \( D_{\text{Ni,Kn}} \) is the Knudsen diffusivity equal to \( v_{th}A/3 \), where \( v_{th}=(kT/M)^{1/2} \) is the thermal velocity of Ni atoms having mass \( M \) and temperature \( T \).

Most of the sputtered atoms leaving a target were reported to have an energy equal to one-half of the surface binding energy (\( \approx 2.2 \text{ eV} \) for Ni) with a Thompson distribution.\(^{51}\) For Ni atoms, the integrated probability \( F(x, p) \) that a sputtered particle thermalizes before traveling a distance \( x \) can be expressed in terms of \( x \) (in cm) and the background Ar gas pressure \( p \) (in mTorr),\(^{52}\)

\[ F(x, p) = \frac{1}{(28/p x)^2 + 1}. \]

(19)

At high pressures (>100 mTorr), the sputtered Ni atoms would thermalize within a travel distance of 1 cm by collisions with background Ar gas, and their temperature \( T \) can be taken to be equal to the measured gas temperature \( T_g \) (0.030 – 0.038 eV). However, at low pressures (<10 mTorr), the Ni temperature would deviate from the gas temperature because the collision mean free path is of the order of the reactor dimension. As a result, a portion of the initial translational energy of Ni ejected from the coil (\( \approx 2.2 \text{ eV} \), half of surface binding energy of Ni) will be retained, resulting in a much higher Ni “temperature.” Since the pressure range in this study was 8–20 mTorr, the nonthermalization of sputtered Ni atoms should be included in the calculation of \( v_{th} \) and the resultant \( n_{Ni} \). The two extreme temperatures, \( T=T_g \) and \( T=2.2 \text{ eV} \), were used to derive the Ni density. The nonthermalization effect was important at 8 mTorr, but not so important at 20 mTorr. For example, for a 200 W plasma at 8 mTorr, the Ni densities calculated using \( T=T_g \) and \( T=2.2 \text{ eV} \) were 4.25 \times 10^{10} \text{ cm}^{-3} \) and 2.5 \times 10^{10} \text{ cm}^{-3} \), correspondingly, while at 20 mTorr the calculated densities were 5.25 \times 10^{9} \text{ cm}^{-3} \) and 4.25 \times 10^{9} \text{ cm}^{-3} \), respectively. These differences can be understood from Eq. (18). At higher pressures, \( D_{\text{Ni,eff}} \) is mainly controlled by \( D_{\text{Ni,Ar}} \) (which decreases with pressure), and the Ni-temperature-dependent Knudsen diffusion becomes less important. To bracket the uncertainty in the computed Ni number densities introduced by this Ni temperature effect, the values obtained using \( T=T_g \) and \( T=2.2 \text{ eV} \) were simply averaged to provide the final model predictions.

The self-bias voltage on the internal coil was measured and found to be in the range of 75±10 V for the conditions shown in Fig. 4. This results in a nearly constant Ni sputtering yield of 0.24 at an ion energy of 85 eV (assuming a nearly constant plasma potential of 10 V).\(^ {53}\) Optical emission measurements (Fig. 3) indicate that the plasma was predominately operated in the inductively coupled mode. Assuming negligible capacitive coupling, the plasma potential variation should be small.

The lines in Fig. 4 are \( n_{Ni} \) densities computed from Eq. (14) and the parameters given above. As pressure decreases, the Ni diffusion losses are enhanced. The approximately linear increase in Ni neutral density with a power below 90 W is the result of increased sputtering of the Ni coil, due to the near-linear increase in Ar\( ^+ \) density (the Bohn velocity is nearly independent of power). At higher power, however, Ni diffusion and ionization are enhanced due to the elevated \( T_g \) and \( n_e \), resulting in apparent saturation of the Ni neutral density. Of these two Ni loss pathways, diffusion to and loss at the walls account for 65% and electron impact ionization for 35% at 200 W and 20 mTorr.

Model predictions of Ni density agree fairly well with measurements at 20 or 15 mTorr, but lie above the measurements at 8 and 12 mTorr. This discrepancy most likely originates in the conversion of Ni absorption data into absolute Ni number density, where the Ni neutral temperature was assumed to be the gas temperature. In fact, at such low discharge pressures (8 or 12 mTorr) a higher effective Ni temperature would cause Doppler broadening of the Ni absorption line, which would reduce the absorption signals. In other words, with the same Ni absorption percentage, a larger Ni density should be predicted if Doppler broadening was included. For instance, the measured resonant absorption of Ni at 232.0 nm was 7.8% for a plasma at 8 mTorr and 200 W, corresponding to a Ni number density of 5.2 \times 10^{9} \text{ cm}^{-3} \); assuming thermalization of Ni with the background gas. If on the other hand, a Ni temperature of 5000 K (0.43 eV) is used, the predicted Ni density would be 1.16 \times 10^{10} \text{ cm}^{-3} \), which is close to the model result (1.38 \times 10^{10} \text{ cm}^{-3} \).

Ni atom densities were also measured as a function of target power (Fig. 5). As the target power increases, the Ni
density also increases. The enhancement of Ni density is \( \sim 60\% \) when the target power is 70 W (referenced to 0 W), independent of plasma pressure.

### E. Nickel positive ion number density

The strong resonant lines connected to the \( 3d^8 (a^2D_{4/2}) \) ground state of the ion are all in the vacuum ultraviolet and cannot be reached with the present apparatus. However, the 221.6 nm Ni line ends in the \( 3d^8 4s (a^4F_{5/2}) \) metastable state lying 8394 cm\(^{-1}\) above the ground state. This line has a large oscillator strength \( (f=0.3) \) and could be favorable for absorption measurements. Unfortunately, even at the highest plasma power and pressure (e.g., 20 mTorr and 200 W) the resonant absorption rate of the 221.6 nm line was still less than 1\%, beyond the limit of our detection \( (1\% \text{ absorption on 221.6 nm line would correspond to about } 5 \times 10^{10} \text{ ions/cm}^3 \text{ in the } a^4F_{5/2} \text{ metastable state}) \).

We can estimate the Ni ion density \( n_{Ni^+} \) by a Ni\(^+\) mass balance,

\[
k_{iz,Ni^+}n_{i,Ni} + k_{p,Ni^+}n_{Ar^+} = \frac{D_a}{\Lambda^2} n_{Ni^+},
\]

with the Ni\(^+\) ambipolar diffusion coefficient \( D_a \) given by

\[
D_a = D_{Ni^+,Ar} \left( \frac{T_e}{T_i} \right),
\]

where \( D_{Ni^+,Ar} \) is the Ni\(^+\) free-diffusion coefficient in Ar, which was roughly assumed to be the same as the Ni neutral diffusion coefficient. \( T_i \) is the Ni\(^+\) ion temperature and was assumed to be the gas temperature. (This assumption could be suspect at pressures <10 mTorr.)\(^{54}\) Based on the known values of \( n_e, T_e, \) and \( n_{Ar^+} \) from the global model, and the value of \( n_{Ni^+} \) estimated by resonant absorption, the Ni\(^+\) density \( n_{Ni^+} \) was calculated. Contribution of Penning ionization to Ni\(^+\) production is likely to be 10–40 times less than that by electron impact ionization, for the same operating condition, assuming a cross section similar to Zn,\(^{55}\) and Ar metastable densities computed above. The results, presented in Fig. 6, show that the Ni\(^+\) density is a strong function of power on the coil and plasma pressure. Higher power leads to enhanced ion density, and more sputtering, while higher pressure leads to reduced ambipolar diffusion losses of Ni\(^+\), increasing the Ni\(^+\) ion density.

With a target power of (70 W), the Ni atom density in the plasma was observed to increase by 60\% (Fig. 5). Consequently, a 60\% enhancement in Ni\(^+\) densities is also expected with the assumption that the plasma density and electron temperature are not perturbed by the target power. However, these ion densities would still be one order of magnitude lower than the detection limit by OAS of the 221.6 nm line.

### IV. CONCLUSIONS

An inductively coupled argon plasma with a powered internal Ni coil was used to create a nickel-containing discharge with potential applications in ionized physical vapor deposition and nanopantography.\(^{4}\) An additional Ni target electrode could be powered to further enhance the density of nickel atoms and ions in the discharge. The gas temperature was measured by adding a small amount of N\(_2\) and recording the rotationally resolved spectra of the nitrogen second positive system. Fitting to a two-temperature distribution was performed to account for excitation of the N\(_2\) C state by argon metastables. Over the range of 8–20 mTorr pressure and 40–200 W coil power, the gas temperature varied between 360±20 and 455±20 K. Optical emission spectroscopy (OES) was used to deduce the relative electron density, while a global model was adopted to compute the absolute electron number density. The Ni atom density measured by optical absorption spectroscopy (OAS) ranged from \( 2.7 \times 10^9 \) to \( 1.5 \times 10^{10} \text{ cm}^{-3} \) and was found to increase drastically with plasma pressure. The Ni atom density increased linearly with power at first but approached saturation at high power values. This saturation was attributed to enhanced Ni atom losses due to diffusion (because of increased gas temperature) and electron impact ionization. The computed Ni atom density agreed fairly well with the measurements at 20 and 15 mTorr but was noticeably higher than the measurements at 8 or 12 mTorr. These deviations were most likely due to increased Doppler broadening of the absorbing Ni atoms in the plasma at lower pressures, where a substantial fraction of sputtered Ni atoms remains “hot” due to inefficient Ni thermalization by collisions with rare-gas atoms. The calculated Ni\(^+\) ion density was significantly enhanced at higher gas pressure and plasma power. Applying 70 W of power to the Ni target electrode provided a 60\% enhancement of the Ni atom density in the plasma. A similar enhancement would be expected for Ni\(^+\) ion density assuming that the plasma density and electron temperature were not perturbed by the target power.
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