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A Mathematical Model for Chemical Vapor Infiltration with
Yolume Heating
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ABSTRACT

A detailed mathematical model is presented to investigate the chemical vapor infiltration (CVI) of fiber-reinforced ce-
ramic composites with a volume-heating source. Volume heating may be achieved by using microwave power or radio fre-
quency (RF) induction in the case of conductive substrates. The analysis includes a set of constitutive equations describ-
ing the space and time dependence of species concentration, temperature, pressure, and porosity. The infiltration of
carbon-fiber preforms with carbon resulting from methane decomposition is selected as a model system for analysis. Par-
ticular emphasis is placed on the impact of absorbed power on deposit uniformity and processing time. CVI with volume
heating may lead to complete densification with considerably lower processing times when compared to conventional
CVI processes. It is shown that when a constant power is used, there exists a critical power value above which accessible
porosity is trapped within the composite. Several power modulation schedules are suggested to achieve rapid and com-

plete densification without residual accessible porosity.

Advanced ceramics play a central role in satisfying the
demands for materials with superior thermal, mechanical,
electrical, and chemical properties needed in an increasing
number of applications. Primary areas in which advanced
ceramics may be utilized include heat-recovery systems,
refractory products, tooling, combustors, separation sys-
tems, structural parts, aerospace components, and waste
incineration systems (1). Fiber-reinforced ceramic com-
posites have emerged as one of the most important materi-
als to fulfill the aforementioned demands. Their main ad-
vantages are increased foughness, reliability, and wear
resistance.

Among the techniques used for fabrication of fiber-rein-
forced céramic composites (2,3), chemical vapor infil-
tration (CVI) can meet important synthesis requirements
such as low stress and processing temperatures. In addi-
tion, this technique can be used to synthesize solids with a
fine-grain microstructure and to fabricate components of
complex shape. In CVI, gaseous species infiltrate the inte-
rior of a preform and react to produce a solid material.
There have been several types of CVI processes proposed
during the years. They are generally classified as iso-
thermal, thermal gradient, isothermal-forced flow, thermal
gradient-forced flow, and pulsed flow. These processes
vary mainly in the flow characteristics of the gaseous mix-
ture and the heating scheme employed. However, the iso-
thermal process is characterized by nonuniform deposi-
tion and long processing times that may reach several
weeks. Some of the constraints associated with isothermal
CVI have been overcome by using temperature and pres-
sure gradients (4, 5). Nevertheless, the search for more ef-
ficient methods that yield rapid and complete densifica-
tion continues. For a more extensive description of the
different CVI processes the reader is referred to recent re-
views by Lackey (6) and Besmann et al. (7) and the refer-
ences therein.
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Although there has been substantial progress in CVI in
recent years, novel processes and synthesis technigues are
still needed for the effective fabrication of ceramic com-
posites. Mathematical models can provide insight into the
physicochemical processes governing CVI as well as valu-
able guidelines for experimental research. The use of
mathematical models can avoid time consuming and ex-
pensive trial and error practices and help in rapid evalua-
tion of novel reactor designs and modes of operation.

Modeling studies of CVI have been increasing in hum-
ber and complexity in the last several years. Starr (8) pre-
dicted changes in the composite structure of short-fiber
preforms using a microstructural model. A pressure-
driven, temperature-gradient CVI was studied by Tai and
Chou (9) using a two-dimensional model for the deposition
of SiC. A model for forced-flow CVI was recently proposed
by Gupte and Tsamopoulos (10) in which equations for the
conservation of mass, energy, and pore evolution were in-
cluded. They concluded that forced-flow of reactants can
improve uniformity of densification and found an opti-
mur value of flow rate.

A better description of the pore structure evolution was
incorporated by Melkote and Jensen (11) and Sotirchos
and Tomadakis (12). In these studies, Monte Carlo simula-
tions were used to model the dynamic changes of the
structural parameters. Melkote and Jensen illustrated the
dependence of porosity evolution on temperature when
the preform was under isothermal and temperature-gra-
dient conditions. Sotirchos and Tomadakis, on the other
hand, investigated the effects of pressure pulsing on the
uniformity of the infiltration process. Their analysis is
among the few that has considered the full transient na-
ture of CVI. Moreover, model results suggested that a bet-
ter densification than that found experimentally may be
possible by appropriate selection of operating parameters.

The use of microwave heating in the processing of ce-
ramic materials has been recognized as a promising tech-
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nique. Microwave energy has been used for sintering,
melting, calcining, drying, and joining (13). A distinct fea-
ture of microwave heating from the CVI point of view is
that absorption of energy occurs throughout the volume of
the composite (volume heating). This can lead to tempera-
ture profiles that favor the “inside-out” densification of the
composite without residual accessible porosity. In the case
of conductive substrates, radio frequency induction may
be used to achieve volume heating. Indeed, Sugiyama and
Ohzawa (14) observed “inside-out” densification cf an in-
ductively heated carbon preform infiltrated by SiC. Very
recently, Gupta and Evans (15) reported a mathematical
model of SiC CVI with microwave heating and external
cooling. Apparently, this is the first study to consider the
effect of volume heating on CVI. However, the authors
used a very simplified model of the preform structure (a
single-pore model) and did not consider the transient na-
ture of the temperature of the composite as densification
progresses.

This study is a comprehensive theoretical investigation
of the physicochemical processes taking place in the
chemical vapor infiltration of a cylindrical preform with
volume heating. In particular, a carbon-fiber-reinforced
carbon composite is selected to examine the general fea-
tures of CVI with volume heating. The behavior of the sys-
tem is described by a set of equations accounting for the
dynamic changes in composition, temperature, pressure,
and porosity. The model includes a comprehensive de-
scription of the multicomponent mass-transport processes
and of the evolving pore structure. Particular emphasis is
placed on the influence of absorbed power and time of ex-
posure to a given power level on densification uniformity
and total processing time. The results show that volume
heating can lead to temperature profiles that favor the “in-
side-out” densification of the composite without residual
accessible porosity. However, there exists a critical power
above which otherwise accessible porosity is trapped
within the composite. In such cases, a power modulation
schedule can be used to obtain not only complete but also
rapid densification.

Model Formulation

Conservation equations.—Mathematical modeling of
CVI with volume heating involves the description of the
transport and reaction phenomena occurring inside the
composite. The system is characterized by the time evolu-
tion of species concentration, temperature, pressure, and
pore structure. In general, important processes include the
diffusion of gaseous species into and out of the fiber-
matrix composite, the simultaneous occurrence of homo-
geneous and heterogeneous chemical reactions, and heat
transfer due to conduction, convection, and radiation.

The system under consideration is a preform of cylindri-
cal geometry with radius a in contact with a gas of known
composition and temperature. The fibrous structure con-
sists of eylindrical fibers randomly oriented in three-
dimensional space. The statement of conservation of mass
for gaseous species 7 is given by

EAC

Xy R aG nR
at+V'J,+N'er=2vriRi—l‘r2ZVriRi [1]
=1

r=1i=1

where e, is the accessible porosity, C is the total gaseous
concentration, x; is the mole fraction of the rth species, J,
and N are the diffusive and total molar flux, n¢ and nF are
the number of gaseous species and chemical reactions
considered in the model, and R; is the rate per unit volume
for the ith reaction. In order to investigate the effect of
pressure variations inside the composite structure we state
the following overall material balance

a(C G oR
(a:“) +VN=3 S vk (2]
=1 i=1

The transport of individual species within the composite
takes place by several mechanisms including molecular
diffusion, Knudsen diffusion, and viscous flow. A com-
prehensive description of the transport processes ac-
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counting for the above mechanisms can be obtained from
the Dusty Gas model. This model provides expressions for
the molar fluxes of each of the gaseous species as a func-
tion of mole fractions, diffusivities, transport parameters,
and gradients in compositions and pressure. In terms of
the molar flux of the rth species relative to the average
molar velocity, J;, and the total molar flux, N, the Dusty
Gas model can be written as (16)
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where A is given by
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Equations [3] and [4] along with the equation
el
> J=0 [6]
r=1

constitute a complete set of independent equations for the
molar fluxes in a mixture of n% species. For a three-com-
ponent mixture, as the one considered in the present work
(see below), solution of Eq. [3] and [6] provides the follow-
ing explicit expressions for J,

J1 = — AplaiAg
{Ay/Ags — 2:[Ax(1/Ags — 1/A19) + As(1/Az — VA

[
[x1(Ass ~ App) + X2(Ag1 — App) + Apg]
Jo = — AjpAgzAs
{Ay/Ag; — 2 [A1(1/Agy — 1/Ap) + Ay(1/Ag — 1A} 8]

[1(Ags — Arg) + oAz — Agg) + Aga]
The energy balance is given by the following expression

aT oG
Co, —V - (eVD+ 5 (NG,

5
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i=1

where C} and k° are the effective thermal capacity per unit
volume and effective thermal conductivity of the fiber-
matrix composite, respectively, and e is the total porosity.
The first term on the left side of Eq. [9] is an accumulation
term, whereas the second to fourth terms account for con-
duction, convection, and heat of reaction, respectively.
The term on the right side represents the power absorbed
by the fiber-matrix composite. It is assumed that power is
absorbed by the solid phase only and that the power ab-
sorbed per unit volume of solid, @, is constant. ® may be
time dependent, however, and this can be used to optimize
the CVI process as shown later. Cases of position depend-
ent ® will be examined in later studies.
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Table |. Dimensionless variables and parameters.

Symbol Definition
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The evolution of accessible porosity as well as its de-
pendence on position can be obtained from the following
equation

9 M, 2
:5 = 2 vclRl [10]
ot Pe i=1

in which M, and p. are the molecular weight and density of
the deposited carbon, respectively. The rate of ith reaction
per unit volume of composite, R;, can be expressed as

I eaR¥: for a homogeneous reaction rate }

i .
ls aRs; for a heterogeneous reaction rate

where Rfis the reaction rate per unit volume of gas (see for
example Eq. [35]), R,; is the reaction rate per unit surface
area, and S, is the accessible surface area per unit volume
of composite. The latter can be obtained from the litera-
ture (17, 18).
The governing equations are subject to the following
boundary and initial conditions
BCl1-3:atr=0

Va, =0,VP=0,VT =0 [11]

BC4-6:atr=a
X, = Ly, P = Py, — kYT = BT — Ty) + o&(T* — TH [12]

ICl4:att=0 x. =2, P =P, T="T,es=c€an, [13]
BC1-3 stipulate that at the center of the preform there is no
flux of any of the gaseous species or flux of energy. At the
edge of the preform we have set the composition of the
gaseous species as well as the pressure to be constant, as
indicated by BC4 and BC5. BC6 implies that the preform
loses heat by convection and radiation to an environment
of constant temperature T,

The modeling equations and the corresponding bound-
ary and initial conditions can be restated in dimensionless
form, with the introduction of the dimensionless variables
listed in Table 1, as follows

0<i<yx
nG nR
%G:T (C“‘r) + )\ - Z Vn i~ Xy E E v!‘lAl [14]
] m 19 G =R
— — ]+ ——(r il 15
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Boundary and initial conditions
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Preform structure and model parameters.—In order to
provide a comprehensive description of the CVI process it
is necessary to incorporate into the formulation of the
mathematical model a realistic representation of the fiber
architecture and its time evolution. Such a description
should provide the dependence of the structural parame-
ters and species diffusivities on the morphology of the
composite. In the present study, the cylindrical preform is
envisioned as consisting of identical cylindrical fibers ran-
domly positioned in three-dimensional space. Recently,
Melkote and Jensen (17) and Tomadakis and Sotirchos (18)
have modeled the aforementioned fiber structure as a pop-
ulation of overlapping cylinders using a Monte Carlo tech-
nique. They determined the effective Knudsen diffusion
coefficients as well as the surface area, permeability coef-
ficient, and accessible porosity as a function of total poros-
ity. Based on these studies, one can obtain useful relations
for the description of the solid structure without formaily
preforming extensive numerical computations. In particu-
lar, Fig. 1 shows the variation of the accessible porosity as
a function of total porosity used in the present work. This
figure illustrates the formation of inaccessible porosity as
the porosity decreases, and the existence of a percolation
threshold at a porosity level of 10%.

The formulation of the mathematical model incorpo-
rates several parameters which characterize the composite
structure as well as transport properties of the diffusing
multicomponent mixture. These parameters depend, in
general, on temperature, pressure, and composition of the
gaseous mixture. The effective binary diffusion coeffi-
cient, Dy, and Knudsen diffusion coefficient, D, are ob-
tained from the following relations

Df, = epeDy, (24}
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Fig. 1. Dependence of accessible porosity on total porosity.

D = w(e)D, (25]

where the polynomial, w(e), was used to fit results obtained
by Melkote and Jensen (17) for Knudsen diffusion in a
three-dimensional section of randomly placed fibers. The
binary diffusion coefficients D, are estimated from (19)

_, VI, + 1)
Dx‘s = 1.858 x 10 ——m—‘—' [26]

in which oy is a mean collision diameter and Q, is the colli-
sion integral. The Knudsen diffusion coefficient is defined

by
D 2_  [8RT [27a]
s =—T a
3 " VM
with
— Ty
Tp=— — [27b]
Ine

where ?p is the average pore radius. The effective value of
the permeability factor is obtained from the relation

B, = — €€ (28]

o |51

The viscosity of the gaseous species as a function of tem-
perature is estimated from (19)

VM, T

O dur

7. = 2.6693 x 107°

[29]

in which o; is the collision diameter and (,, is a collision
integral dependent on temperature and on the characteris-
tic energy of interaction between molecules. The thermal
conductivity and effective heat capacity of the preform are
given by the following expressions

ke = (1 — &’k + e*kg [30]
nS nG
Ce=(1-93 il +eS ey [31]
k=1 r=1

The dependence of the ith heat of reaction on temperature
is given by

n T
AH, = AH? + 3 v, f CpedT [32]
s=1 TO
The variation of the heat capacity with temperature can be
expressed in a polynomial form as

Cps = a5 + bT + ¢,T2 + d,T? [33]

where the constants a, b, ¢, and d; are tabulated in sev-
eral sources [e.g., Ref. (20) and (21)].

Chemical kinetics.—The deposition of carbon by the de-
composition of methane is taken as a model chemical sys-
tem in the present work. The mechanism and kinetics of
the thermal decomposition of methane have been the sub-
ject of many studies. The importance of methane decom-
position partially lies on applications associated with the
CVI of carbon-carbon composites (4), and the deposition of
diamond films (e.g., 22, 23). Despite the fact that the gas-
phase chemistry is relatively well understood, knowledge
of surface processes is still very incomplete.

Experimental investigations conducted by Palmer and
Hirt (24), Skinner and Ruehrwein (25), and Kevorkian et al.
(26) have shown that the decomposition reaction is first-
order in methane concentration. These studies suggest
that the process is limited by the initial rupture of the C-H
bond. The present work focuses on the effect of novel
methods for heating the preform to optimize product den-
sity and processing time. Hence, simplified chemical ki-
netics are used whereby the deposition of carbon is de-
scribed by an overall reaction as shown by the following
equation

CH,— C + 2H, [34]

In this simplified scheme, the carbon deposition rate
equals the methane decomposition rate given by

Ri= CCH4k1 exp [-E/RT)] [35]

The pre-exponential factor and activation energy were
taken as k; = 2.24 X 10" 1/s and E; = 3.64 x 10° J/mol, re-
spectively, close to the values reported by Kevorkian et al.
(26). In accordance with Eq.[34], three gaseous com-
ponents are included in the model, namely, methane, hy-
drogen, and argon (an inert).

Method of solution.—The model equations subject to the
associated boundary and initial conditions were solved by
the method of lines. The numerical solution can be simpli-
fied substantially by substituting the explicit flux relations
(Eq. [7] and [8]) in the mass-balance equations [1]. This pro-
cedure reduces the set of equations obtained after spatial
discretization solely to a system of differential equations
(instead of a differential-algebraic equation system). The
technique of orthogonal collocation on finite elements
with B-splines basis functions (27) was employed for the
discretization of the spatial derivatives. Following this
method, the piecewise polynomial approximation of each
of the dependent variables can be written, in terms of the
B-splines basis functions, as follows

Un(, D) = 3, € m@BAO) [36]
i=1

where u,, represents the mth dependent variable, the set
{Bj;i=1,...,n consists of the B-splines basis functions,
and ¢;n, are unknown coefficients dependent only on time,
while the known basis functions B; depend only on posi-
tion, {. Substitution of Eq. [36] into the partial differential
equations and associated boundary conditions while re-
quiring its validity at a set of n¢ collocation points reduces
the model to a system of ordinary differential equations.
The resulting set of differential equations was integrated
in the time variable using a variable-step, variable-formula
method (28). The simulations reported in this study in-
volved approximately 400 unknowns and were performed
on a CRAY-YMP supercomputer. The CPU time needed to
obtain the solution varied from 0.2 to 5 minutes depending
on the parameter values used.

Results and Discussion

The following results provide insight into the nature of
the transport and reaction processes affecting CVI with
volume heating, and the dependence of these phenomena
on the parameters employed. We will examine how the
level of heating power influences the deposition unifor-
mity and time of densification. The physical properties of
the preform, kinetic parameters, and reference conditions
used in the calculations are given in Table II. To elucidate
the trends in system behavior and to have a basis for com-
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Table Il. System parameters and reference conditions.

ki = 224 x 10" my/s

AHS = 7.484 x 10* J/mol E, = 3.64 x 10° J/mol

e = 12,11 wle) d,T°5, m¥s
DS = 7.67 w(e) d,, T°5, m¥s
D3 = 4.192 x 107°T*5(PQ,3), m?s
M, = 16.04 g/mol
M; = 39.944 g/mol
a = 1.0 mm
Def =125 x 10" m¥s

D§ = 34.16 uxe) d, T, m%s

Dyp = 1.224 x 107°T5/(PQ,,), m?fs
Dys = 1.337 x 10°8T5/(PS),,), s
M, = 2.016 g/mol

pc = 1.74 g/em®

B =125 X% 107 m?

k™ = 6.58 X 1072 J/{m s K)

T = 1000 K Prf =1 atm
ke = 4516 x 1073T°5 J/m s K) k' =0.239 (2.4 + 3.46 X 107°T)
(m s K)J

parison, the base values of all parameters shown in
Table ITI are used first. These values are employed un-
changed throughout the simulations unless otherwise
stated. In the following paragraphs, accessible porosity
refers to the volume fraction of the composite which is
available for mass transport and hence belongs to the set
of conduits that act as passages for reactants and products.
Trapped accessible porosity refers to that volume fraction
which is trapped in the composite as a result of, for exam-
ple, surface pore closure. This porosity would otherwise be
accessible for mass transport.

In order to compare theoretical predictions with experi-
mental data, we first consider that infiltration takes place
at constant temperature and pressure. The description of
the isothermal-isobaric system is provided by the set of
equations given above excluding the energy balance and
neglecting the viscous flux contribution to the molar
fluxes. The densification data used for comparison are
those reported by Devlin et al. (29) for the pyrolytic deposi-
tion of carbon on fiber bundles. The values for pressure,
species mole fraction, temperature, and initial porosity
were selected to be identical to those given by Devlin et al.
(29). Figure 2 presents model predictions (solid lines) and
experimental data (points) in terms of the mass gain as a
function of time for several values of temperature. Trends
forecast by the model are in good agreement with the ex-
perimental data. At low temperatures, the evolution of
mass gain is characterized by an almost linear dependence
on time. As temperature increases, however, the mass gain
dependence on time turns into sublinear at later times. Al-
though the trends are captured by the model, the densifi-
cation is over-predicted at high and low temperatures,
whereas the reverse is true at intermediate temperatures.
This may be due to the very simplified reaction mechan-
ism used. The incorporation of a detailed mechanism ac-
counting for both homogeneous and heterogeneous reac-
tions may be necessary for a more realistic description of
the process.

The present work pertains to a preform structure which
can be modeled by a population of overlapping cylinders.
This structural model is quite different from the fiber bun-
dle used by Devlin et al. (29). However, because the experi-
mental data of Devlin et al. were taken under kinetically
controlled conditions, and since a homogeneous reaction
was used here to describe the deposition rate, the only
structural parameter entering the model is the accessible
porosity (see Eg.[10]) and not the details of the preform
structure. Calculations using a one-dimensional preform
structure to simulate the fiber bundle used by Devlin et al.
gave results identical to those of Fig. 2. It was therefore felt

Table I1l. Basic parameter values used for calculations.

Symbol Name Basic value

a Preform radius 1 mm

€0 Initial accessible porosity 0.5

Nu Nusselt number 0.2

P, Initial pressure 1 atm

Ts Fiber radius 4.0 pm

Ty Ambient temperature 300K

L1y Methane mole fraction 0.6

Tap Argon mole fraction 0.4
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Fig. 2. Variation of mass gain with time for isothermal CVI of car-
bon-carbon composites. Points are data of Devlin et al. Solid lines are
model predictions.

that comparison of the model predictions with the data of
Devlin et al. could still be performed to test the appro-
priateness of using the first-order homogeneous kinetics
(Eq. [35)) to describe the deposition rate. Of course, when
species transport in the preform and/or heterogeneous re-
actions are important, the preform structure is essential
for describing the system behavior.

CVI under isothermal conditions at a temperature of
1400 K was found to be kinetically controlled, resulting in
nearly uniform porosity and concentration profiles inside
the preform. Although excellent deposit uniformity is ob-
tained in the kinetically controlled regime, the associated
processing times are long. The use of a higher temperature
may reduce the processing time only to compromise the
uniformity of the deposition process since diffusion limita-
tions become more important as the temperature in-
creases. This characteristic is illustrated in Fig. 3a which
shows the radial variation of the accessible porosity with
time at a temperature of 1700 K. One can clearly see the de-
velopment of steep porosity gradients in the vicinity of the
composite surface as well as the eventual sealing of the
surface pores and the entrapment of porosity within. For
the same operating conditions, Fig. 3b shows the depletion
of methane and its inability to diffuse into the composite
as densification occurs from “outside-in.” Therefore, the
process is limited by diffusion of the reactant inside the
composite. It is also observed that a large concentration of
hydrogen is built up within the composite as CVI pro-
gresses.

We now investigate the behavior of CVI with volume
heating using the parameter values of Table III. The re-
sults that follow are shown in terms of the dimensionless
power ®* (see Table 1). The variation of accessible porosity
with position and time is shown in Fig. 4a for a dimen-
sionless power of 7.14. For the parameter values used, this
would correspond to a power density of 4.7 x 108 W/ms3.
One observes the development of a reaction zone starting
from the center of the composite and moving towards the
surface. This “inside-out” densification pattern is a conse-
quence of the temperature distribution in the composite.
Since the composite is heated uniformly and loses heat to
its surroundings by radiation and convection, the center
temperature is highest as depicted in Fig. 4b. This tem-
perature profile slows down the reaction near the preform
surface, allowing for penetration of reactant deep into the
composite. As infiltration proceeds, increasingly more car-
bon is deposited, and the porosity approaches and subse-
quently attains the percolation limit first in the composite
center. This results in steeper porosity gradients at later
times, testifying to the interplay between temperature and
concentration profiles and their effect on the deposition
process. Eventually, the densification is complete without
early surface closure resulting in a fiber-matrix composite
with excellent density uniformity.

Figure 5 shows the evolution of porosity profiles for a di-
mensionless power of 9.12 (6.0 x 102 W/m?®. The corre-
sponding temperature profiles are similar to those of
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Fig. 3. (a, left) Evolution of accessible porosity profiles for isothermal CVI at 1700 K. (b, right) Evolution of species concentration profiles for the

same conditions given in (a).
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Fig. 4. (o, left) Evolution of accessible porosity profiles for CVI with volume heating using a dimensionless power of @} = 7.14. (b, right) Evolu-

tion of temperature profiles for the same conditions given in (a).

Fig. 4b except that the temperatures are higher for the
higher value of ®*. For these higher temperatures the reac-
tion rate is rapid enough to cause significant reactant de-
pletion as methane diffuses into the composite. Therefore,
deposition deeper in the composite is limited by reactant
supply despite the fact that the temperature is higher
there. This in turn causes the formation of a minimum in
the porosity profile which at a time of 112 s is located at a
dimensionless distance of about 0.5. As densification pro-
gresses, the porosity keeps on decreasing close to the sur-
face, further hindering the transport of species deep into
the preform. The final result is entrapment of otherwise ac-
cessible porosity within the preform. One also notices that
beyond a densification time of 352 s the deposition process
becomes much slower as demonstrated by the times corre-

€ /SA’O

“0.0 02 04 0.6 08 1.0
Dimensionless Distance (£)

Fig. 5. Evolution of accessible porosity profiles for CVI with volume
heating using a dimensionless power of ®7 = 9.12.

sponding to the last two profiles. These results suggest
that the power level employed has a strong effect on densi-
fication. Therefore, power control may be used to optimize
the CVI process.

The discussion up to this point has focused on the effect
of power on the uniformity of the deposit. To explore the
effect of power on processing time, we have defined 194 as
the time required for the average accessible porosity to
reach 10% of its initial value. The variation of the process-
ing time, 1,95, as a function of power is illustrated in Fig. 6.
It is observed that the processing time initially decreases
with an increase in power, reaches a minimum, and then
increases with further increase in power. This behavior
can be explained in terms of physicochemical processes
governing CVI. At low power levels the densification is ki-
netically controlled, and the processing times are long. As
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Fig. 6. Dependence of processing time on power.
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Fig. 7. Dependence of the critical value of power and processing time
on pressure for two values of preform radius.

power, and hence temperature, increases the deposition
rate increases resulting in lower processing times. Beyond
a dimensionless power of about 9.0, however, progres-
sively higher temperatures attained by the composite lead
to reactant depletion and hence long times to fill the inner
zones of the preform (see also Fig.5). For even higher
values of ®¥, the process is controlled totally by diffusion,
and the processing times are almost independent of power
(i.e., independent of temperature). Despite the existence of
an optimum value of power that gives minimum process-
ing time, uniformity considerations may preclude the use
of such a value.

The critical power ®%, was defined as the value of power
above which a minimum develops in the porosity profile.
Continued deposition beyond this minimum would result
in porosity which is otherwise accessible to be trapped
within the composite (see for example Fig. 5). For a given
system, one would prefer to operate at power levels below
the critical to achieve complete densification. Figure 7 pre-
sents the critical power, ®%, as a function of reactor pres-
sure (solid lines). The processing time when the power is
set at 90% of ®%, is also shown (dashed lines). Because
lower pressures lead to higher diffusivities and therefore
higher mass-transport rates, it is found that a decrease in
pressure is followed by a corresponding increase in ®%,.
This suggests that deposit nonuniformities may be par-
tially alleviated by using lower pressure, although this
may also result in a larger 7,44 Results for a preform with
radius a = 1.25 mm (the base value is 1 mm) show the same
qualitative trends. Although the nondimensional value of
the critical power is higher for higher a the value of the ac-
tual critical power is lower (remember that ®%, varies as
a%). This is because an increase in preform radius results in
larger diffusional resistance, which requires lower values
of @y to avoid premature pore plugging. Examination of
the processing times corresponding to a preform radius of
1 mm reveals that they are almost independent of pressure
down to a value of about 0.3 atm. These represent the low-
est processing times one could obtain, while avoiding the
development of any residual accessible porosity. For
a = 1.25 mm, 7oy increases faster with decreasing pressure
due to lower temperatures prevailing inside the preform.

The previous analysis has revealed that deposit uniform-
ity may be one of the most important criteria in determin-
ing the value of power, and that this value can have a dra-
matic effect on processing time. In pursuit of new
approaches that result in complete densification while
minimizing the processing time, we now study the impact
of a variable power heating source. In particular, we will
consider a scheduling in which the power is initially set at
a value higher than ®%, for a certain period of time, and
then is decreased to a value lower than ®% until com-
pletion of the densification process. The dependence of
power on time is thus described by a step function. Results
for this power scheduling are shown in Fig. 8. ®%4, = 9.12
implies that a power of 9.12 units is used first (subscript 1)
for 80 s. Beyond that time a power of ®% = 7.0 units is used.
The switching is done just before the occurrence of a mini-
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Fig. 8. Evolution of accessible porosity profiles with a step function
power modulation. A dimensionless power of 9.12 was used for the first
80 s followed by a power of 7.0.

mum in the porosity profiles. When compared to Fig. 5, for
which the power was kept constant at 9.12, Fig. 8 reveals
that power scheduling has a significant effect on the way
the porosity profiles unfold. Due to the lower temperatures
in the composite after a time of 80 s, there is deeper infil-
tration of methane into the composite. As a result, pore
plugging is completely avoided.

The choice of ®% in the previous simulation was partially
arbitrary. The only stipulation was that ®} be lower than
the critical value (which is 7.60 for the conditions of Fig. 8;
see also Fig. 7). Since power hags a substantial effect on pro-
cessing time, it is useful to determine the critical value of
@3 beyond which residual accessible porosity develops.
Results are shown in Fig. 9 which should be read as fol-
lows: for a given value of ®%, deposition is carried out to a
point that a minimum in the porosity profile is incipient.
At that time the power should be switched to ®%; shown in
Fig. 9. Any power higher than ®% would result in residual
accessible porosity. Any power lower than ®%, would result
in an unnecessarily longer processing time. The cumulative
processing time for the optimum process is shown in Fig. 9.
It can be seen that the curve of ®% vs. &% possesses a mini-
mum at about &} = 9.2, where 7,4, possesses a maximum at
about the same location. There are two competing factors re-
sponsible for such behavior, namely, composite temperature
and switching time. As ®? increases, the temperature takes
on higher values, and therefore ®%, has to decrease to avoid
reactant depletion. At the same time, however, the switching
time decreases since a higher @ leads to an earlier develop-
ment of a dip in the porosity profiles. This results in the for-
mation of a minimum in 7, and a maximum in 1,4, at an in-
termediate value of initial power &7,

Another approach to optimize the process is to use
power scheduling with two changes of power level. First, a
high power is used until the porosity at the composite cen-
ter attains the percolation limit. Then the power is

8.00 T T T T T T 6
775
* 9
S 750

1
7.25

7.00 H i ) ! 1 i 3
75 85 95 105 115 {25 135 145

L]
@
Fig. 9. Dependence of critical power after switching @75, and total
processing time on power before switching, ®7.
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Fig. 10. Dependence of processing time on @3 for several power
schedules. For example, the solid line corresponds to starting with a di-
mensionless power of 9.12, switching to power 7.00 ot 80 s, then
switching again to ®3 at 800 s.

switched to a lower value to “fill” most of the composite
except for a zone around the periphery. Finally, the power
is switched again to a high level to densify the composite
completely. This scheme can provide rapid and complete
densification. The processing time with this power sched-
uling is shown in Fig. 10 for three cases. In all these cases
complete densification was achieved without any trapped
accessible porosity. The solid line corresponds to values of
®% and ®} used in Fig. 8. In the present case a power of 9.12
is used first. At 80 s the power is switched to a value of 7.0
and at 800 s the power is switched again to ®3. It is seen
that 714 decreases dramatically as ®% is increased. How-
ever, beyond a value of about 9.0 the processing time be-
comes almost independent of &% as the system enters the
diffusion-controlled regime. It is also observed that all
three cases behave almost identically, which suggests that
@3 may be chosen independently of previous choices of
power level, as long as qualitatively the same porosity evo-
lution is obtained.

The previous analysis indicates that, when following a
step function power modulation schedule, the power lev-
el(s) and switching time(s) must be carefully selected in
order to obtain “optimum” results. We realize that in prac-
tice this selection may require considerable experi-
mentation and experience with a particular CVI process.
The above -examples illustrate that the mathematical
model can provide valuable guidelines in optimizing the
power scheduling.

Pressure gradient effects—The importance of a self-
generated pressure gradient on the densification process
was also explored. Pressure variation effects are incorpo-
rated into the mass-transport equations as an additive con-
tribution to each of the diffusive molar fluxes (see Eq. [3]).
This contribution depends on the pressure gradient as well
as the permeability of the preform and the viscosity of the
gaseous mixture. The existence of pressure variations
within the composite (despite the fact that a constant pres-
sure is maintained outside) may be due to an increase or
decrease in the number of moles because of reaction. Con-
sequently, it is conceivable that pressure variations may
affect the behavior of the system. It was found, however,
that self-generated pressure gradients had a negligible ef-
fect on the densification process throughout the parameter
range explored in this study. Interestingly enough, the
pressure was found to be lower inside the composite al-
though the methane decomposition reaction leads to an in-
crease in the number of moles. Nevertheless the pressure
variations were very small (less than 3%). The decrease in
pressure within the preform was a consequence of the re-
placement of methane molecules by hydrogen molecules
as deposition took place. Since hydrogen has the lowest
molecular weight in the system, it can diffuse more rapidly
out of the composite, effectively increasing the outward
molar flux, resulting in a lower pressure inside the com-
posite.

Summary and Conclusions

A detailed mathematical model has been developed for
the chemical vapor infiltration of fiber-reinforced ceramic
composites with a volume-heating source. Volume heating
may be achieved by using microwave power or radio fre-
quency induction in the case of conductive substrates. The
fabrication of a carbon-carbon composite using methane
as a carbon source was examined. The mathematical for-
mulation consisted of a set of partial differential equations
describing the physicochemical processes occurring in-
side the preform, when exposed to a multicomponent gas
mixture. The mass transport of gaseous species in the
evolving solid structure was described using an explicit
form of the Dusty Gas model with variable physical prop-
erties. The numerical solution of the governing equations,
using the technique of orthogonal collocation on finite ele-
ments provided the space and time dependence of compo-
sition, temperature, pressure, and porosity in a wide re-
gion of the parameter space.

Simulations emphasized the impact of power and time
of exposure at a given power level on deposit uniformity
and processing time. The evolution of accessible porosity,
temperature, and species concentration was determined
under isothermal and volume heating conditions. For the
isothermal system, model predictions compared fairly
well with available experimental data. For the case of vol-
ume heating, the influence of power, pressure, preform
size, and viscous flow on the dynamics of the process was
examined. Several power modulation schemes were sug-
gested to optimize the densification process.

Volume heating resulted in favorable temperature pro-
files in the composite which, depending on the power
level, yielded an “inside-out” deposition and therefore
complete densification. For a constant applied power, a
critical value of power, ®%, existed above which residual
accessible porosity was trapped within the composite. The
processing time exhibits a minimum as a function of
power, but this minimum may be above ®%,, i.e., it may re-
sult in trapped porosity. Dramatic improvements in uni-
formity with minimum processing time were obtained by
using several step-function power-modulation schemes.
Simulation results showed that judicious selection of the
power levels and switching times can result in rapid and
complete densification without any residual accessible po-
rosity.

The dynamic changes in pressure caused by the devel-
opment of viscous flow were found to be minimal in all the
simulations performed. Nevertheless, it was revealed that
the pressure actually decreases inside the composite even
though there is an increase in the number of moles during
deposition. The replacement of a heavier gas (methane) by
a lighter one (hydrogen) was responsible for this behavior.

The mathematical formulation presented here accounts
for important phenomena such as the transient nature of
the process, the evolution of the preform structure, heat
transfer, and multicomponent mass transfer. However,
there are uncertainties associated with the evaluation of
the effective transport properties. Furthermore, greatly
simplified reaction kinetics were used, since the purpose
was to examine alternate heating schedules that may im-
prove the product density and lower the processing time.
Finally, the effect of heating schedules on composite mi-
crostructure and mechanical properties of the final prod-
uct was not addressed. Therefore, the results should be
seen as a set of guidelines for predicting the system behav-
ior and for optimizing the CVI process.
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LIST OF SYMBOLS

preform radius, m

defined by Eq. [3]

permeability, m?

B-spline basis function

unknown coefficients, see Eq. [36]

gas mixture concentration, kmol/m?®
concentration of the kth solid species, kg/m?
heat capacity of the rth gaseous species, kJ/
(kmol K)

heat capacity of the kth solid species, kJ/(kg K)
effective heat capacity of the composite,
kJ/(m? K)

Knudsen diffusion coefficient, m?¥s

binary diffusion coefficient of the r-s pair, m%s
activation energy of the ith reaction, kJ/kmol
dimensionless Knudsen diffusion coefficient
dimensionless effective thermal conductivity
heat transfer coefficient, J/(m? s K)

molar flux of the rth species relative to the
molar average velocity, kmol{m? s)

thermal conductivity of the gas mixture, of the
solid, and of the composite, respectively,
kJ/(m s K)

effective Lewis number

Lewis number of the rth gaseous species

Lewis numbers of the kth solid species
molecular weight of the rth species, kg/kmol
total molar flux and molar flux of the rth spe-
cies, respectively, kmol/(m? s)

Nusselt number

number of gaseous species, reactions, and solid
species, respectively

pressure, atm

radius coordinate, m

average porous radius, m

gas constant, m® atm/(kmol K)

rate of the ith reaction per unit volume of com-
posite, kmol/(m? s)

rate of the ith reaction per unit volume of gas,
kmol/(m? s)

time, s

temperature, K

mole fraction of the rth species

dimensionless heat of the ith reaction
dimensionless permeability factor
dimensionless group, Table I

heat of the ith reaction, kJ/kmol

defined by Eq. [5], m%s

total porosity and accessible porosity, respec-
tively

emissivity of carbon

dimensionless distance

viscosity of the gaseous mixture, kg/(m s)
dimensionless temperature

dimensionless total molar flux and flux of the
rth species, respectively

dimensionless reaction rate

dimensionless molar flux relative to the molar-
average velocity

stoichiometric coefficient for species r in reac-
tion i

dimensionless group, Table I

dimensionless pressure

density of deposited carbon, kg/m?
Stefan-Boltzmann constant, J/A(m? s K%

mean collision diameter, m

dimensionless time

processing time, s

power of volume-heating source, W/m?
collision integral

dimensionless group, Table I

Subscripts
0 initial value
b bulk or ambient value
rir=1,2,3) CH,, H, and Ar, respectively
c carbon
Superseripts
o values computed at temperatures T°
ref value computed at the reference conditions
e effective value
* dimensionless value
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