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A two-dimensional (r ,z) continuum model was developed to study the spatiotemporal dynamics of
a pulsed power~square-wave modulated! chlorine discharge sustained in an inductively coupled
plasma~ICP! reactor with a planar coil. The self-consistent model included Maxwell’s equations for
the power deposition profiles coupled to the electron energy equation and the species mass balances.
Simulation results showed separation of the plasma into an electronegative core and an
electropositive edge during the active glow~power on! and the formation of an ion–ion plasma
;15ms into the afterglow~power off!. During the early active glow, the negative ion flux was
convection dominated near the quartz window of the ICP reactor due to the formation of large
electrostatic fields, leading to a self-sharpening front propagating into the plasma. The negative ion
density profiles were found to have a strong spatial dependence underlying the importance of spatial
resolution in negative ion density measurements. The time dependent ion and radical flux uniformity
was also studied. Simulation results were compared with experimental data and reasonable
agreement was observed. ©2002 American Vacuum Society.@DOI: 10.1116/1.1450581#
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I. INTRODUCTION

Low pressure (,100 mTorr) glow discharge plasmas a
used extensively in microelectronics for etching and dep
tion of thin films.1 Pulsed power operation~e.g., square-wave
modulated power input to the plasma! may offer potential
improvements of reactor performance. For example, etc
deposition rate and uniformity may be improved,2,3 particu-
late density may be reduced,4 or anomalous etch profiles ma
be suppressed.5

Pulsed power electronegative discharges are of partic
practical importance since the vast majority of gases used
plasma processing are electronegative. In such plas
negative ions replace electrons as the dominant nega
charge carrier sometime in the afterglow, provided the af
glow phase is long enough. A positive ion/negative ion~ion–
ion! plasma is then formed and negative ions can escape
discharge.6–8 Since the temperature and mass of nega
ions are comparable to those of positive ions, the flux
positive and negative ions will be equally anisotropic, pote
tially reducing differential charging on the walls of micro
scopic features on the wafer surface. For instance, Ahnet al.5

applied a low frequency bias~600 kHz! in the afterglow of a
pulsed chlorine discharge to achieve significant reduction
charging damage~notching! compared to a continuous wav
~cw! plasma. This was attributed to alternate irradiation9 of
positive ions and negative ions leading to reduced surf
charging.

In order to improve understanding of pulsed plasmas
electronegative gases, and elucidate how these plasmas
affect processing, it is worthwhile to model the spatiotemp
ral plasma evolution in realistic reactor geometries. Exist
pulsed plasma models and simulations are limited to w
mixed ~0D!10,11 and one-dimensional~1D! works.6,12 In this

a!Electronic mail: economou@uh.edu
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article, a two-dimensional~2D! self-consistent continuum
~fluid! model was developed to simulate the spatiotempo
evolution of an inductively coupled pulsed chlorine di
charge in a GEC reference cell.13 The power deposition was
calculated self-consistently as opposed to a uniform po
deposition used in the 1D work.6 In previous studies, a
modular approach was used to simulate cw plasma opera
in which only the ‘‘steady state’’ was of interest.14 In con-
trast, in the present work, the coupled equations for plas
power deposition, electron temperature, and charged
neutral species densities were solved simultaneously to
ture the time-dependent discharge evolution.

II. MODEL FORMULATION

Figure 1 shows a schematic of an inductively coup
GEC reference cell, which can generate a high den
plasma inside a chamber bounded by a quartz window
metal walls. The plasma is driven by a 5-turn planar c
powered at 13.56 MHz. The rf current in the coil produce
time-varying magnetic field, which in turn induces an a
muthal electric field heating the plasma electrons. The mo
consisted of the electromagnetic equation for the s
consistent azimuthal electric field powering the plasma,
equation for the electron temperature~assuming Maxwellian
electrons!, and mass continuity equations for the charg
(Cl1, Cl2

1 and Cl2! and neutral~Cl! species. The mode
equations are described in the following sections. Details
the formulation may be found in published works.15,16 The
electron density was calculated by charge neutrality. T
implies that the thin sheath near the reactor walls was
included in the simulation. Since the sheath is only hundr
of microns thick in the high density plasma, boundary co
ditions were effectively applied at the geometric location
the walls. The reaction set for chlorine~Table I! was the
same as before,16 except that the charge exchange C1
4672Õ20„2…Õ467Õ12Õ$19.00 ©2002 American Vacuum Society
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1Cl2→Cl1Cl2
1 reaction17 was also incorporated in th

chemistry set. The assumptions of the model were as
lows.

~1! The fluid approximation was used sincel/L50.1,
wherel is the mean-free path~;0.5 cm! andL is a charac-
teristic dimension of the reactor~;5 cm!.

~2! The species densities, electron temperature, and
duced electric field were assumed to be azimuthally symm
ric, and magnetic field18 effects were not considered.

FIG. 1. Schematic of the GEC-ICP reactor. The quasi-steady state p
deposition profile is also shown.
J. Vac. Sci. Technol. A, Vol. 20, No. 2, Mar ÕApr 2002
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~3! The charged particle flux was described by the dr
diffusion approximation~spatial inertia was neglected in th
momentum equations! since the pressure was.10 mTorr.

~4! The electron energy distribution function~EEDF! was
assumed Maxwellian and an equation for the electron te
perature was solved.

~5! Particle mobilities and diffusivities were assumed co
stant for a given pressure.

~6! Electron heating was assumed to be collision
~ohmic!. Noncollisional heating19 can become important a
low pressures whenvT /d.v, nm , where the symbols stan
for electron thermal velocity, skin depth, applied field fr
quency, and electron collision frequency for momentu
transfer, respectively.

~7! Ions and neutrals were assumed to be at 300 K. He
a heavy species energy equation was not solved.

A. Electromagnetics

Under the assumption of azimuthally symmetric elect
field, with a time harmonic dependence of the forme2 j vt,
Maxwell’s equations can be reduced to a single scalar eq
tion in Eu . In cylindrical coordinates,

1

r

]

]r S r
]Eu

]r D1
]2Eu

]z
2 2

Eu

r 2 1
v2

c2 KcEu52 j vm0Ju
i , ~1!

where v is the frequency of the coil current,m0 is the
vacuum permeability,Kc is the complex permittivity of the
plasma~which depends on the electron density!, Ju

i is the
impressed current density in the coils, andc is the speed of

er
TABLE I. Important reactions in a low pressure chlorine discharge.

No. Process Reaction H j ~eV!

Electron impact reactions

R1 molecular ionization e1Cl2→Cl2
112e 11.47

R2 atomic ionization e1Cl→Cl112e 12.99

R3 dissociative attachment e1Cl2→Cl21Cl

R4 electron–ion neutralization e1Cl2
1→2Cl

R5 electron detachment e1Cl2→Cl12e 3.61

R6 dissociative excitation e1Cl2→2Cl1e 3.12

Molecular excitations e1Cl2→Cl2* 12e

R7 B3P 2.49

R8 21P, 21S 9.25

Atomic excitations e1Cl→Cl* 12e

R9 4s 8.90

R10 4p 10.40

R11 3d 10.90

R12 5p 11.80

R13 4d 12.00

R14 5d 12.40

Other reactions

R15 ion–ion recombination Cl2
11Cl2→Cl21Cl

R16 wall recombination 2Cl1wall→Cl21wall

R17 charge exchange Cl11Cl2→Cl2
11Cl
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light. At low frequencies, the current in the coil is near
constant and the above equation may be solved for cons
Ju to determineEu in the reactor. However, at higher fre
quencies, a circuit model is required to account for capaci
coupling between the coil and the plasma~the current
changes from loop to loop!.20 In the present work, the pro
cedure of Jeageret al.20 as adopted by Midha an
Economou21 was used to calculate the power deposition. T
power deposited in the plasma was computed by

P5 1
2 Re~sp!uEuu2, ~2!

where Re(sp) is the real part ofsp , the complex plasma
conductivity. Equation~2! assumes that the power deposit
in the plasma is due to ohmic heating.19 The conductivity
was obtained from the following relations:

Kc512
vpe

2

v2S 11
j nm

v D , ~3!

sp52 j v«0~Kc21!, ~4!

vpe
2 5nee

2/m«0 , ~5!

where vpe is the electron plasma frequency andnm is the
electron collision frequency for momentum transfer.

In reality, during the active glow fraction of the cycle
power is initially coupled to the plasma through capacit
coupling. After the electron density exceeds a thresh
value, power is then coupled in the inductive mode. T
present simulation does not account for capacitive coupl
In order to emulate reality with the present model, the pow
was actually ramped linearly from zero to the full pow
level during the first 5ms of the ‘‘power on’’ fraction of the
cycle. This approach should only affect results during
first severalms of the pulse. This was indeed verified b
simulations using different ramp times. The main effect w
on the electron temperature spike~not the steady state valu
of Te , see Fig. 2!. Species densities are slower to respo
and are not affected appreciably.

B. Ion transport and reaction

With the drift-diffusion flux approximation for the
charged species, the continuity equation for the io
(Cl2

1 ,Cl1,Cl2) is of the form,

]ni

]t
52¹•~zim iniEsc2Di¹ni !1(

j
Rji , ~6!

where ni , zi , Di , and m i are the density, charge numbe
diffusivity, and mobility, respectively, of speciesi .Esc is the
electrostatic~space charge! field having two components~Er

and Ez!. The summation on the right-hand side represe
reactions that produce or destroy the respective spe
JVST A - Vacuum, Surfaces, and Films
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Boundary conditions employed wereJi50 on the symmetry
axis, whereJi is the ion flux, andni'0 on the rest of the
boundary. The electrostatic field was derived assuming
net current in the plasma. Equating the positive and nega
charge fluxes, one obtains

Esc5
Dp1

¹np1
1Dp2

¹np2
2Dn¹nn2De¹ne

mp1
np1

1mp2
np2

1mnnn1mene
. ~7!

The electron densityne was obtained from quasi-neutralit
asne5np1

1np2
2nn wherenp1

, np2
, andnn are Cl1, Cl2

1 ,
and Cl2 densities, respectively.

C. Electron temperature

The electron energy equation reads

]

]t S 3

2
neTeD52¹•qe1P2(

j
RjeDH j , ~8!

qe52Ke¹Te1 5
2JeTe , ~9!

whereqe is the electron energy flux,Ke is the electron ther-
mal conductivity, andJe is the electron flux. The second term
on the right hand side~rhs! represents the power deposite
into the electrons due to ohmic heating@Eq. ~2!#. The third
term on the rhs represents the electron energy lost du
elastic and inelastic collisions. The electron density dec
quite rapidly in the afterglow. Therefore a finite value ofne

was fixed in order to prevent the energy balance equa
from becoming singular.6,11 The boundary conditions wer
qe50 at the centerline andqe5 5

2JeTe on walls. Since the

FIG. 2. Ion densities and electron temperature evolution at the center o
reactor~base case conditions!.



le
di

C
an

s

e
te

nc
e

o

a

ff-
r.
el
tin

s
te

re
ti

he

n-
ain

the
the
alue
ted,

ly
eters
he

re-
rst

-
or
in

are

case
s-
as

rge
e
n’’
tes,

470 B. Ramamurthi and D. I. Economou: Two-dimensional pulsed-plasma simulation 470
time scale for electron temperature evolution is the smal
in the system (;0.1ms), the temperature reaches a perio
steady state most rapidly.

D. Neutral transport and reaction

The Cl atom density was computed using Eq.~10! below,
assuming that transport is diffusion dominated,

]nCl

]t
52¹•~2DCl¹nCl!1(

j
Rj Cl2

nCl

t res
, ~10!

whereRj Cl represents reactions that produce or consume
atoms. The boundary conditions were symmetry on axis
2DCl¹nCl5@g/2(22g)# nClvCl2JCl1 on walls, whereg is
the recombination probability of Cl atoms on the wall
(50.1), vcl is their thermal velocity, andJCl1 is the flux of
Cl1 ions on the walls. The Cl2 density was obtained fromnCl

as nCl2
5ng2nCl whereng is the total neutral density. Th

latter was found assuming a uniform pressure and gas
perature of 300 K. The last term in Eq.~10! accounts for
convective flow losses of Cl atoms through the reside
time t res ~53.8 ms!. The response time scale for neutral sp
cies is the largest in the system~;1 ms!. Therefore integra-
tion in time had to be performed over ten to hundreds
cycles to attain a periodic steady state.

III. METHOD OF SOLUTION

The set of nonlinear coupled PDEs forTe and species
transport@Eqs. ~6!–~10!# was spatially discretized using
streamline upwind Petrov–Galerkin~SUPG! method22 to
yield a system of equations of the form

A~u!u̇5K~u!u1F~u!, ~11!

whereu represents the solution vector,u̇ is the time deriva-
tive of u, andA andK are banded nonlinear mass and sti
ness matrices, respectively.F is a nonlinear source vecto
SUPG is better suited than the traditional Galerkin finite
ement method for capturing sharp gradients. The resul
set of implicit ordinary differential equations in Eq.~11!
was integrated in time using backward difference formula23

until a periodic steady state was obtained. At each time s
the equation for the azimuthal electric field@Eq. ~1!# was
solved using the Galerkin finite element method and a di
band solver. The convergence criterion was set by evalua
the L2 norm of the solution normalized with respect to t
average, i.e.,
J. Vac. Sci. Technol. A, Vol. 20, No. 2, Mar ÕApr 2002
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V1/2F EVH S uj

^uj&
D

( i 11)Tp

2S uj

^uj&
D

iTp

J 2

dVG 1/2

, ~12!

where« j , uj , and ^uj& are the tolerance parameter, depe
dent variable, and its average, respectively, over the dom
of interestV. V is the plasma volume,Tp is the pulse width
of the power modulation cycle, andi is the cycle number
( i 51,2,3,...). The convergence criterion was tested at
end of each cycle; integration was terminated when
evaluated tolerance was less than a user-specified v
~0.5%! for all species and electron temperature. As expec
the Cl and Cl2 densities were the slowest to converge.

IV. RESULTS AND DISCUSSION

A chlorine discharge was simulated in an inductive
coupled GEC reference cell under the base case param
shown in Table II. The mobilities of the ionic species and t
Cl atom diffusivity are shown in Table III.16 Ionic diffusivi-
ties were computed using the Einstein relationD5mkT/e,
where T is temperature. Power to the plasma was squa
wave modulated with the power at the peak value for the fi
50 ms of the pulse~power on! followed by zero power
~power off! for the remaining 50ms ~pulse period 100ms,
duty ratio of 0.5!. The ‘‘power on’’ and ‘‘power off’’ phases
of the cycle will be referred to as ‘‘active glow’’ and ‘‘after
glow,’’ respectively. Simulations were also performed f
duty ratios of 0.3 and 0.7 and a peak power of 220 W
order to study the variation of electron density and comp
simulation results with experimental data.24 All results
shown below are for the periodic steady state at the base
parameters~Table II!, unless noted otherwise. In the discu
sion below, the discharge electronegativity was defined
the ratio of negative ion to electron density. Also discha
‘‘core’’ and ‘‘edge’’ refer to the core and edge regions of th
space in-between the parallel plates, while ‘‘outer regio
refers to the cylindrical space surrounding the parallel pla
8.3,R,13 cm ~Fig. 1!.

TABLE II. Base case parameter values.

Pressure 20 mTorr
Peak power 320 W
Pulse frequency 10 kHz
Duty ratio 0.5
Cl wall recombination probability 0.1
Ion temperature 300 K
Gas temperature 300 K
TABLE III. Ionic mobilities and Cl atom diffusivity~N is the neutral gas density!.

Name Symbol Value Reference

Cl2
1 mobility NmCl2

1 (cm21 V21 s21) 5.6231019 16

Cl1 mobility NmCl1 (cm21 V21 s21) 6.4831019 16

Cl2 mobility Nm2 (cm21 V21 s21) 6.4831019 16

Cl diffusivity NDCl (cm21 s21) 6.2131018 16
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The quasi-steady state power deposition profile~in
W/cm3! is shown in Fig. 1. Power is deposited directly und
the coil in a toroidal pattern, with a typical skin depth
;1 cm. The max power density is;7 W/cm3 for a total
power deposition of 320 W.

FIG. 3. Quasi-steady state~at 20ms! electron temperature~eV! profile ~base
case conditions, Table II!.
JVST A - Vacuum, Surfaces, and Films
r

The time evolution of electron temperature, electron d
sity, and ion density at the center of the discharge~R50 and
z54.5 cm! is shown in Fig. 2. The electron temperature
controlled by a balance between electron production, ma
by ionization of atomic and molecular chlorine~reactions R1
and R2 in Table I!, and loss by attachment~R3! and diffusion
to the walls. Since the electron density is very low at t
beginning of the active glow, the electron temperature g
through a spike before relaxing to a quasi-steady value a
;10ms. Such temperature spikes have been obser
experimentally.5,25 The electron temperature is seen to d
crease rapidly in the early afterglow mainly due to inelas
losses with neutrals. The electron and ion densities all
monotonically during the active glow. The Cl1 density is
lower when compared to Cl2

1 , in part due to charge ex
change with molecular chlorine~reaction R17, Table I!. This
reaction is responsible for the almost complete disappeara
of Cl1 late in the afterglow. The electrons disappear;15ms
into the afterglow leaving behind an ion–ion plasma6–8

eventually consisting of Cl2
1 and Cl2 ions.9

The electron temperature distribution during the qu
steady state~Fig. 3! is highest (;4 eV) near the maximum
of power deposition. Electrons cool substantially in the ou
region of the reactor (8,R,13 cm). Despite the fact tha
power is deposited in a relatively small toroidal zone~Fig.
1!, electrons are quite warm even far from the quartz wind
FIG. 4. Electron density~cm23! evolution at~a! 2 ms, ~b! 10 ms, ~c! 50 ms, ~d! 53 ms, ~e! 56 ms, and~f! 60 ms during a pulse~base case conditions, Table II!.
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FIG. 5. Electronegativity~ratio of negative ion to electron densities! evolution at~a! 0 ms, ~b! 10 ms, ~c! 50 ms, ~d! 53 ms, ~e! 56 ms, and~f! 60 ms during a
pulse~base case conditions, Table II!.
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~e.g., near the substrate electrode! due to the high therma
conductivity of the electron gas. Lower pressures would le
to higher electron temperatures and a more uniform temp
ture distribution.

The space-time evolution of electron density is shown
Fig. 4 for times of 2, 10, 50, 53, 56, and 60ms. In the initial
active glow~at time 01, not shown!, there are only relatively
few electrons to absorb power; hence most of the powe
reflected. As the ionization rate increases due to a steep
in electron temperature~Fig. 2!, more electrons becom
available to absorb power and cause further ionization. T
the electron density increases@Figs. 4~a! and 4~b!#. Initially
@Fig. 4~a!#, the electron density gradient is quite low. This
due to the high values of electronegativity@Fig. 5~a!#, which
lead to near neutralization of the space-charge field and
enhanced diffusion of electrons~approaching free electro
diffusion at very high electronegativities!. Higher electron
diffusivity leads to a smoother electron density profile. Aft
;10ms in the active glow@Fig. 4~b!#, the electron density
profile reaches a quasi-steady state. The profile remains
sentially unchanged during the rest of the active glow@Fig.
4~c!#, showing two distinct regions. The~inner! core of the
discharge, where negative ions exist~electronegative core!
and the electron density gradients are smaller, and the~outer!
edge where the negative ion density is very small~electrop-
ositive edge! and the electron density gradients are larg
J. Vac. Sci. Technol. A, Vol. 20, No. 2, Mar ÕApr 2002
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This stratification is also seen in the negative ion dens
profiles of Fig. 6~d!. The drop in electronegativity later in th
active glow@Figs. 5~b! and 5~c!# is attributed to the continu-
ing build up of electron density~Fig. 2!.

Figures 4~d!–4~f! show the electron density profiles in th
early afterglow. The corresponding electronegativities
shown in Figs. 5~d!–5~f!. Once the power is turned off, elec
tron production by ionization quenches since the elect
temperature plummets within a fewms. Electrons are los
mainly due to attachment~the attachment rate coefficien
rises by an order of magnitude as electrons cool in
afterglow11! and diffusion to the walls. Thus the electro
density drops quickly and the electronegativity rises both
the discharge core and the edge. As electrons disap
within ;15ms into the afterglow, the electrostatic fields di
integrate, an ion–ion plasma forms, and negative ions sta
diffuse towards the edge@see also Fig. 6~f!#. It should be
noted that there are two distinct peaks in the electronega
ity profile during the late active glow and the early afterglo
@Figs. 5~b!–5~e!#. The peak in the discharge core occurs d
to the large number of negative ions there, while the pea
the outer region occurs due to the presence of very few e
trons there.

The Cl2 density profile evolution is shown in Figs. 6~a!–
6~f!. At the start of a pulse, negative ions are present in
periphery due to diffusion during the afterglow of the prev
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FIG. 6. Cl2 density~cm23! evolution at~a! 0 ms, ~b! 1 ms, ~c! 5 ms, ~d! 50 ms, ~e! 60 ms, and~f! 90 ms during a pulse~base case conditions, Table II!.
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ous pulse. As the electron temperature and electron den
start to increase, the ambipolar electric field@Eq. ~7!# also
increases, causing negative ions to be squeezed into
plasma@Figs. 6~c! and 6~d!#. The squeezing of negative ion
is stronger near the quartz window since the electron t
perature is larger in that region@Fig. 3, see also Fig. 9~a!
below#. Since there is negligible flux of negative ions at t
wall during the active glow, the quasi-steady state of ne

FIG. 7. Quasi-steady state Cl-atom density~cm23! profile ~base case condi-
tions, Table II!.
JVST A - Vacuum, Surfaces, and Films
ity

the

-

-

tive ion profile@Fig. 6~d!# is sustained by a balance betwe
production processes such as attachment, and destru
processes such as detachment and ion–ion recombina
Later in the afterglow, negative ions start diffusing back
wards the walls as the electric field diminishes. Their diff
sion is almost free~almost no electric field! after the ion–ion
plasma forms.

FIG. 8. Cl2 density ~cm23! evolution at a radius of 2.4 cm for thre
axial locations measured from the substrate electrode~base case conditions
Table II!.
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Figure 7 shows the quasi-steady state profile of the
atom density. A peak occurs in the core of the discha
where the electron density is highest, and Cl atoms are
duced mainly by dissociation of molecular chlorine~reaction
R6 in Table I!. Although the Cl atom production rate pea
off axis, the density itself peaks on axis due to diffusi
‘‘filling in.’’ The Cl atom density drops off near the walls du
to surface recombination. The Cl atom density in the ou
region of the cell is low due to a much lower rate of produ
tion of Cl ~low electron density and temperature! and wall
recombination. However, diffusion keeps the Cl atom den
substantial even in the outer region. Since the time scale
neutral transport and reaction is of the order of a few mi
seconds, the Cl atom density responds to the time avera
power deposited in the plasma, rather than the instantan
power.

The temporal variation of the negative ion density at th
axial locations in the discharge~measured from the substra
electrode, all at a radius of 2.4 cm! is shown in Fig. 8. Line

FIG. 9. Density evolution along the axial direction at a radius of 2.4 cm
~a! negative ions and~b! electrons~base case conditions, Table II!.
J. Vac. Sci. Technol. A, Vol. 20, No. 2, Mar ÕApr 2002
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~a! corresponds to 1.4 cm~closest to the substrate electrode!,
line ~b! is for 2.6 cm~near the central plane!, while line ~c! is
for 3.4 cm~nearest to the quartz window!. Line ~c! shows an
initial abrupt drop in the negative ion density near the qua
window as the power is turned on, due to the formation
electrostatic fields squeezing negative ions towards
plasma@see also Figs. 6~c! and 6~d!#. The fields exists so
long as the power is on; hence there are virtually no nega
ions at that location for the duration of the active glow. In t
afterglow, the field disintegrates allowing negative ions
back diffuse and escape to the wall, thus leading to a ris
the negative ion density@see also Fig. 9~a!#. Near the sub-
strate electrode~line a!, however, squeezing is less prom
nent since the ambipolar field is not strong enough to
clude negative ions from that location. Near the center of
discharge~line b!, the negative ion density increases mon
tonically during the active glow as negative ions pile up~in
part due to the squeezing referred to above! near the center.
In the afterglow, the negative ion density decreases mo
tonically due to negative ions diffusing back towards t
walls.

The line plots in Fig. 9~a! show the negative ion squeez
ing along the axial direction~at R52.4 cm! during the active
glow and the back diffusion of negative ions during the
terglow. In fact, the negative ion density profiles on t
quartz window side~at z near 6 cm! show the formation of a
self-sharpening front, during the active glow. The electr
density along the axial direction is shown in Fig. 9~b! for
various times during a pulse. The asymmetry in the elect
density profile is due to the asymmetry in the power depo
tion. In regions where the electronegativity is high, the el
tron density profile tends to be uniform, as discussed ea
~Fig. 4!. The formation of an ion–ion plasma occurs
;15ms into the afterglow.

Since etch rates depend on the flux of ions impinging
the substrate electrode, the evolution of the positive a
negative ion flux striking the substrate electrode was inv

r

FIG. 10. Evolution of total positive ion flux on substrate electrode during
pulse~base case conditions, Table II!.



ag
-
.
se
ig
e
on
th
ac
b

on

the

ion
s-
nd

ns.
in

gn
cw

ould
of

d

,
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tigated. Figure 10 shows that the total~Cl1 and Cl2
1! positive

ion flux is quite uniform over a 3 cmradius, falling off near
the edges. The positive ion flux varies by two orders of m
nitude during a pulse. It is very low, limited by free diffu
sion, in the late afterglow when an ion–ion plasma exists
rises during the active glow when the ion density increa
and ambipolar diffusion sets in. The negative ion flux in F
11 is seen to decrease rapidly in the early active glow du
the formation of electrostatic fields, squeezing negative i
inside the discharge. The negative ion flux increases in
afterglow as the field disintegrates and negative ions b
diffuse towards the walls. The Cl atom flux along the su
strate electrode is shown in Fig. 12. The profile is quite n

FIG. 11. Evolution of Cl2 flux on substrate electrode during a pulse~base
case conditions, Table II!.
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uniform as Cl atoms diffuse towards the outer region of
reactor.

Figures 11 and 12 show that the positive and negative
fluxes differ drastically during the active glow of the di
charge. In order to extract equal currents of positive a
negative ions~to minimize charging damage!, one would
have to wait for the formation of an ion–ion plasma~;15 ms
into the afterglow for the base case conditions! and then
apply rf bias to perform anisotropic etching using these io
Of course, such action reduces throughput. Reduction
throughput could be partly offset if it were possible to desi
a spatial afterglow reactor. Such a system would be a
plasma in a strongly electronegative gas~e.g., SF6! at appro-
priate pressure such that a steady state ion–ion plasma c
form over the wafer an appropriate distance downstream
the power deposition zone.

Comparison with experimental data. Continuous wave
~steady state, no pulsing! plasma simulations were performe

FIG. 12. Time-averaged Cl flux on substrate electrode~base case conditions
Table II!.
FIG. 13. Comparison between simulated~squares! and experimentally measured~Ref. 26! densities~triangles! as a function of power.~a! Electrons and~b!
negative ions, for steady state plasmas.
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FIG. 14. Comparison between simulated~squares! and experimentally measured~Ref. 26! ~triangles! densities as a function of pressure.~a! Electrons and~b!
negative ions, for steady state plasmas.
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at given power and pressure to facilitate comparison of sim
lation predictions with experimental data. The electron a
negative ion densities computed~squares! at the center of the
discharge~R50, z54.5 cm! are compared with experimen
~triangles!26 as a function of power~Fig. 13! and pressure
~Fig. 14!. No adjustable parameters of any kind were used
this comparison. The agreement between simulation and
periment is reasonable@except for Fig. 14~b!# in the sense
that the uncertainty of the experimental values is within
range of the simulation predictions. The electron density v
ies linearly with power@Fig. 13~a!# and goes through a sha
low maximum with pressure@Fig. 14~b!#. The negative ion
density rises with power@Fig. 13~b!#, although the simula-
tion predicts a slower rise compared to experiment. Ho
ever, the simulation predicts a strong decrease of nega
ion density with pressure at the discharge center, while
periment shows a mild increase. This predicted behavio
due to the strong dependence of the negative ion densit
J. Vac. Sci. Technol. A, Vol. 20, No. 2, Mar ÕApr 2002
-
d

n
x-

e
r-

-
ve
x-
is
on

position, as pressure varies@Fig. 15~a!#. The negative ion
density right at the center of the discharge (R50) decreases
drastically with pressure. Nevertheless, the simulation p
dicts that both the peak and the line integrated negative
density increase mildly with pressure@Fig. 15~b!#, in accord
with experiments. The negative ion density in the experim
was measured by laser photodetachment and is therefore
ited by the spatial resolution of the technique. The measu
ment is in reality over a small volume around the discha
center, not at the center. The above discussion undersc
the importance of spatial resolution in making negative
measurements, since the negative ion density profiles ca
varying strongly with position.

Further comparisons of simulation predictions with e
perimental data24 were performed for pulsed plasmas b
varying the duty ratio and peak power. The electron densi
shown in Figs. 16 and 17 are line integrated averages,
tained by integrating the electron density radially along
FIG. 15. ~a! Radial profiles of negative ion density at the central axial plane of the discharge in steady state plasmas.~b! Peak and line integrated~radially
through the discharge center! values of negative ion density for 10, 30, and 40 mTorr pressure in steady state plasmas.
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centerline~at z54.5 cm!. Figure 16 shows a monotonic in
crease in the peak~plateau! electron density as the duty rati
is increased. As the duty ratio increases, the degree of
lecular dissociation also increases~remember that the degre
of dissociation depends on the time-average power!. Since
total electron energy losses per ionization event are hig
for molecular than for atomic chlorine, more electrons a
needed to consume the same amount of peak power a
duty ratio increases. Experiments,24 however, indicate tha
the peak electron density varies nonmonotonically as
duty ratio is increased. The peak electron density initia
increases with increasing duty ratio and then decreases.
discrepancy is not clear at the present time. Neverthel
qualitative agreement between simulation and experimen
found when the peak power varies~for a constant duty ratio!.
The peak~plateau! electron density increases with increasi
peak power in both simulation~Fig. 17! and experiment.24

V. CONCLUSIONS

A two-dimensional self-consistent simulation of an indu
tively coupled pulsed-power~square-wave modulated! chlo-
rine plasma was developed based on the fluid approxima
The equations for the inductive power deposition we
coupled to the plasma transport equations to capture
space and time evolution of the discharge. In the active gl
spontaneous separation of the plasma into an ion–ion
~with high electronegativity! and an electropositive edge wa
observed. Negative ions were found to be squeezed into
plasma during the active glow due to emerging electrost
fields at the edge. This squeezing was more pronounced
the quartz window where the bulk of power deposition tak
place. An initial spike in the electron temperature was o

FIG. 16. Time evolution of line averaged~through the discharge center!
electron density for pulsed plasmas with duty ratios of 0.3, 0.5, and
~other conditions at base case values, Table II!.
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served which has also been observed experimentally.
electron temperature was found to peak in the region
power deposition under the coil. However, considera
warm temperatures were seen away from the power dep
tion zone due to the high thermal conductivity of the ele
trons. The fractional dissociation was found to be highes
the core of the discharge.

The time evolution of the negative ion density during
pulse was strongly dependent on the spatial location in
discharge. This was attributed to transport processes of n
tive ion squeezing during the active glow and back diffusi
in the afterglow. This underscores the need to carefully c
trol the spatial resolution of experimental probes used
measure the negative ion density. The formation of an io
ion plasma was seen to occur at;15 ms in the afterglow. By
that time most of the electrons have escaped and the pla
decays by~almost! free ion diffusion to the walls.

Reasonable agreement between simulation predict
and experimental data was found for the variation of elect
and negative ion densities with power and pressure in ste
state plasmas. In pulsed plasmas, agreement was again f
for the variation of electron density with input peak powe
However, the experimental variation of electron density w
duty ratio was more complex than the monotonic incre
predicted by the simulations.
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