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A methodology has been developed to achieve rapid two-dimensional self-consistent simulation of
plasma transport and reaction in an inductively coupled source of arbitrary geometry and with
arbitrary plasma and surface chemistries. In this modular finite element fluid simulation the reactor
was divided into bulk plasma and sheath. The bulk plasma was assumed quasineutral and the
electrons were assumed to be in Boltzmann equilibrium. Separate modules computed the power
deposition into the plasma, electron temperature, charged species densities, and neutral species
densities. Simulation results agreed favorably with available experimental data, taken in a chlorine
plasma in a Gaseous Electronics Conference reference cell, without using any adjustable
parameters. Rapid convergence makes the simulation tool especially attractive for technology
computer-aided desigff CAD) applications. ©1996 American Institute of Physics.
[S0003-695(96)00818-7

High plasma density%10'" m3) sources show great 2D simulation of a capacitively coupled reactor was also
promise for meeting the demands of gigascale integrateceported recently by Brinkmanet al'® The authors also
circuits® Inductively coupled plasméCP) sources are par- separated the bulk plasma from the sheath and made the
ticularly promising due to simplicity of their design. assumption of quasineutrality in the bulk. A similar approach

Modeling and simulation can provide insight into the was followed by Meyyappan and Govindan in their 1D simu-
spatiotemporal plasma flow, and can aid in the design of nevation of an electron cyclotron resonance plastha.
plasma sources Two-dimensional2D) models— are par- In this letter we report on a rapid 2D self-consistent ICP
ticularly useful for design purposes since the etch or deposifinite element simulation using the fluid approximation. The
tion uniformity along the wafer can be predicted as the reacsimulation was validated by comparing predictions of spa-
tor operating conditions vary. Most of the 2D ICP tially averaged and spatially resolved plasma properties with
simulations reported so far are based ftilfor partly°on  experimental data taken in a Gaseous Electronics Conference
the continuum or “fluid” approximation. Recent compari- Inductively Coupled PlasméGEC-ICP cell.*®
sons of fluid with kinetic particle in cell simulations of radio The present model employs a “modular” approach and
frequency(rf) plasma&® have shown that the fluid approxi- it is a simplification of that reported earliéThe power de-
mation provides surprisingly reasonable results even down tposited into the plasma was calculated by an electromagnet-
pressures at which this approximation would be considereits (EM) module. Results reported below used the EM mod-
highly suspect. ule of Jeager and Berty although similar results were

To be used as a technology computer-aided desigobtained with the University of Houston EM module used
(TCAD) tool, a computer simulation must be accurate, usepreviously’> The power deposition was used in an electron
friendly and able to execute rapidly on a desktop computerenergy module to determine the electron temperature and the
These features allow one to conduct parametric investigarate coefficients of electron-impact reactions. These were in
tions easily to study the effect of different reactor designgurn used as source terms in separate modules describing
and operating conditions on the plasma etch or depositioneutral and charged species transport. By iterating among the
characteristics. In this spirit, Paranjpe developed a rapignodules, a self-consistent solution was obtained. This modu-
time-independent 2D ICP simulation, based on ambipolaftar approach is in essence an “equation splitting” strategy
diffusion® The author also made the local field approxima-that is used to overcome the disparate time scales associated
tion, expressing the ionization rate as a function of the localith electron(<1 ng and heavy specigd0 s of us for ions
azimuthal electric field. This assumption is not expected tand perhaps 100 s of ms or longer for neujraiansport and
hold at the low operating pressures of interest at which thehemistry. Furthermore, the bandwidth of the matrices re-
electron energy relaxation length exceeds the reactasulting after spatial discretization is reduced greatly by
dimensiong! Kortschageret al. used the so-called nonlocal implementing a smaller number of equations per module.
electron kinetics approach to simplify the Boltzmann equa-  The present model differs from the previous direthe
tion for the electron distribution functiof?. Both Paranjpe following:
and Kortschagenet al. simulated an argon plasméno (1) The plasma reactor was divided into bulk plasma and
plasma chemistpyin a simple rectangular geometry. A rapid sheath. This way, the extreme spatial stiffness associated
with the thin (100 s of u) sheaths was avoided. The sheath

dauthor to whom correspondence should be addressed. can be described by a semianalytical model developed by
Electronic mail: economou@eh.edu Riley.r” The details of the sheath model are not important for
Appl. Phys. Lett. 68 (18), 29 April 1996 0003-6951/96/68(18)/2499/3/$10.00 © 1996 American Institute of Physics 2499

Downloaded-28-Apr-2006-t0-129.7.158.43.-Redistribution-subject-to-AlP-license-or-copyright,~see=-http://apl.aip.org/apl/copyright.jsp



the present simulation becau&® capacitive coupling from

the coil is not consideredp) an unbiased substrate is used,

and (c) the focus of this letter is the bulk plasma, and com-

parisons with data are made for species densities in the bulk

plasma" OoOoo0ooOoo0 ocoooo
(2) Instead of solving Poisson’s equation, quasineutrality z —

was assumed to prevail in the bulk plasma. This is an excel 9

lent approximation for the bulk since the Debye length is

exceedingly small compared to the reactor dimensions. O

course, Poisson’s equation has to be solved in the sheath. In | | ‘ , , ‘

the present model, the positive and negative ion densities 0-10 0.05  0.00 0.05 0.10

were solved using the corresponding particle balance equa- Radial Distance (m)

tions, and the electron density was calculated through the _ _ _ _
eIectroneutraIity constraint. FIG. 1. CI' ion (left-hand side¢ and Cl atom(right-hand sidg number

. density distributions for 20 sccm, 180 W, 20 mTorr chlorine plasma sus-
(3) The electrons were assumed to be in Boltzmannained by an inductively coupled source in a Gaseous Electronics Confer-

equilibrium, implying that the electric field force almost bal- ence cell geometry. A cross section of the planar coil is also shown.
ances the electron pressure force in the momentum balance

equation. This assumption was verified by using the result
of the full simulation® The space charge field was then cal-
culated through the electron pressure gradieht
=A(kTene)/(gng), wherek, T, ng, andqg are the Boltz-
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the fact that the ion production rate had a peak off axis. The
plasma is very well confined despite the low operating pres-
sure. The peak Clion density is nearly %10 m~3. The

. ign density drops by an order of magnitude beyond a radial
mann constant, electron temperature, electron density, arﬁstance of~0.06 m. These results are similar to those ob-

change, rgspectlvedlx'. . d tially at th tained by Ventzelet al® in the GEC-ICP geometry in pure
oundary conditions were imposed essentially at the reérgon and in an argon—chlorine mixture.

actor wall assuming a very thin sheath. The sheath was, The atomic chlorine number density is shown in Fig. 1

?right-hand sidg The flow is quite diffusive due to the very

r\r']alll' Th:edposﬁlvet_mn ﬂ;JhX ?Ut Olf Itahehplasrra .\;V&i_f]et equatl_ Bow gas flow rate(20 sccm. The Cl atom density is highest
the local density imes the local bohm velocily. The negaltive,q , e reactor center and shows a smooth radial decay to-
ion density was set equal to zero, and the gradient of th

lectron t t ¢ 6 I th I ards the surrounding chamber. The molecular chlorine
€ ecl ronl emptgra ltjrr]e WSS s€ .eqllj.? ?. zero aolr][gd e Wg‘ Shumber density distribution was “complementary” to that of
mpiementing the above simplifications resufted in a ra'Fig. 1 (right-hand sidg Molecular chlorine was depleted in

machedt:c?on "I; thtehC!;’LIJI t'me 'reqwr:ed tgt acgltfavﬁzzaDcon—the main body of the plasma but reformed by wall recombi-
verged sofution. For the Tull chiorine chemistignd Tu nation reactions further downstream.

GbEtC.'ICdP %teomle:]ﬁ? ;rrérlialzmente(izr%erl\i;:l, %onvlez;gt;elanceszs The calculated line-integrated electron densities as a
obtained after-1 h 0 ona Z newlet-rackar nction of power(solid line) are compared with experimen-

. ) . u
workstation. After a converged solution has been obtamec{_aI data(solid squarestaken by microwave interferometsy

further S|mulat|ons at nefarby qperatmg points can b.e eve Fig. 2. The agreement is thought to be good, considering
faster. This makes the simulation particularly attractive for,

TCAD licati Significantly. the simulati it that no rate coefficients were adjusted in the simulation. The
: appiications. signiticantly, the simuiation resutls are g o .y, density increases linearly with power, as expected
in quantitative agreement with laboratory data. Details of the
numerical procedure and grid resolution effects on accuracy

will be presented elsewhere.

Base case conditions for this simulation were: pressure E
20 mTorr, coil excitation frequency 13.56 MHz, plasma 1"2 35 o 1 15
power 180 W, flow rate 20 sccm of pure chlorine, no sub- > 30 3 ] .
strate electrode bias, and no wafer pregantetching. The g 3 e
base case conditions were used unless noted otherwise. The & 25 05
chlorine chemistry was identical to that used previotishy- S 2wk =
cept that no etching was allowed to compare with the GEC- *;; s _ g’
ICP data taken without a silicon wafer present. The wall & : 15 g
recombination probability of Cl atoms was fixed at 0.1 on all T 10 3 E E
surfaces, a value used before the experimental data were E,, s E ©
known. = 0E.............................50

P_ower was found to be deposngd in a tormdal_ shape, 2 50 100 150 200 250 300 350
peaking near the middle turn of the five turn c@ke Fig. 1 -

Power (W)
for location of coilg. The azimuthal electric field which sus-
tains the plasma decayed over a distance~df cm (skin FIG. 2. Comparison between simulation resulises) and experimental
depth under these conditions. _data (pointy for a 20 m'_rorr chlorine plasma. Le_ft—hand_5|de_ axis: line-

. . . . . integrated electron density through the reactor midplane; solid squares are
. _The density proflle of the do_mmant ion (Ol IS Shown data from Ref. 15. Right-hand side axis: negative ion density at the reactor
in Fig. 1 (left-hand sidg The CI" ions peak on axis, despite center; solid circles are data from Ref. 18.
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Overall, the agreement between simulation and experimental
data is remarkable considering that no adjustable parameters
were used. Good agreement was also obtained with data in
argon discharges; detailed comparisons will be reported else-
where.

In summary, a methodology has been developed which
allows for a rapid self-consistent simulation of two-
dimensional inductively coupled plasma reactors of arbitrary
geometry and with arbitrary plasma and surface chemistries.
The experimentally validated model is significant for TCAD
B applications which require rapid evaluation of reactor perfor-
" . mance for screening alternative designs or different chemis-
tries.
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